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Special Issue on Gas Turbine Heat Transfer: Part 2

It is with great pleasure that we present this issue of the ASME This preface ends with a note of thanks to all of the contributing
J. of Heat Transfer to the heat transfer community dedicated dathors in this special issue @as Turbine Heat Transfelt is no
Gas Turbine Heat TransfePart 1 appears in the April 2005 issuecoincidence that so many papers in one topic area become avail-
Gas turbines are used in military and commercial aircraft, and faple for publication simultaneously. This requires considerable ef-
land-based power generation, and contribute significantly to th&t and discipline on the part of the authors and reviewers, as
nation’s economy. In modern gas turbine engines, the turbine inlgé|| as the ASME Journal of Heat Transfer publishing staff. Ac-
temperatures exceed the operating limits of the turbine blades, Wdingly, we acknowledge the enthusiastic support and help we
one of the major technical challenges is the ability to effectively,cajyed from many reviewers who worked hard to meet the strin-
cool the turbine components with minimum coolant usage. INya¢ geadiines of the review process for these issues. We also

provements in turbine efficiencies can be achi.eved.wi.th high Eknowledge the continuous encouragement and support we re-
turbine inlet temperatures, and therefore, there is a significant %

going effort in the gas turbine communitindustry, academia ceived from Professor Vijay Dhir in bringing out these special
and federal laboratoriggo explore new materials 'and materi’alissues’ and the wonderful help provided by Jenell Rae, Editorial

coatings that can withstand higher temperatures, and to expl@ﬁés'Stam for the ASME Journal of Heat Trgnsfer, who patiently

more effective cooling strategies. guided us and the authors from start to flnlsh_. All mu_st be com-
The special issues are an effort to communicate to the larg8fnded and we hope that you, the reader, will benefit from, and

heat transfer community the opportunities and challenges in gi¥reciate, these efforts.

turbine heat transfer. The issues consist of 2 Technology Reviews

(one on film cooling and the other on impingement coolirig}

full-length Research Papers, and 2 Technical Briefs. The topics Sumanta Acharya

covered run the gamut of cooling strategies, both internal and Louisiana State University

external, and the authors represent researchers from both aca-

demia and industry. It is our hope that these issues will serve as a

resource for researchers in the gas turbine field and that it will Phil Ligrani
motivate new researchers looking for challenging problems. University of Utah
Journal of Heat Transfer Copyright © 2005 by ASME MAY 2005, Vol. 127 | 457
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Heat Transfer, Pressure Loss and
Flow Field Measurements
Downstream of Staggered
Two-Row Circular and Elliptical
Pin Fin Arrays

This paper presents the results of heat transfer, total pressure loss, and wake flow field
measurements downstream of two-row staggered elliptical and circular pin fin arrays.
Two different types of elliptical fins are tested, i.e., a Standard Elliptical Fin (SEF) and a
fin that is based on NACA four digit symmetrical airfoil shapes (N fin). The results are

Oguz Uzol compared to those of a corresponding circular pin fin array. The minor axis lengths for
. . both types of elliptical fins are kept equal to the diameter of the circular fins. Experiments
Cenglz Camci are performed using Liquid Crystal Thermography and total pressure probe wake surveys
in a Reynolds number range of 18 000 and 86 000 as well as Particle Image Velocimetry
Turbomachinery Heat Transfer Laboratory, (PIV) measurements at Be=18 000. The pin fins had a height-to-diameter ratio of 1.5.
Pennsylvania State University, The streamwise and the transverse spacings were equal to one circular fin diameter, i.e.,
University Park, PA 16802 S/D=X/D =2. For the circular fin array, average Nusselt numbers on the endwall within

the wake are about 27% higher than those of SEF and N fin arrays. Different local heat
transfer enhancement patterns are observed for elliptical and circular fins. In terms of
total pressure loss, there is a substantial reduction in case of SEF and N fins. The loss
levels for the circular fin are 46.5% and 59.5% higher on average than those of the SEF
and N fins, respectively. An examination of the Reynolds analogy performance parameter
show that the performance indices of the SEF and the N fins are 1.49 and 2.0 times higher
on average than that of circular fins, respectively. The thermal performance indices show
a collapse of the data, and the differences are much less evident. Nevertheless, N fins still
show slightly higher thermal performance values. The wake flow field measurements show
that the circular fin array creates a relatively large low momentum wake zone compared
to the SEF and N fin arrays. The wake trajectories of the first row of fins in circular, SEF
and N fin arrays are also different from each other. The turbulent kinetic energy levels
within the wake of the circular fin array are higher than those for the SEF and the N fin
arrays. The transverse variations in turbulence levels correlate well with the correspond-
ing local heat transfer enhancement variationgDOI: 10.1115/1.1860563

Keywords: Elliptical Pin Fins, Turbine Blade Cooling, Liquid Crystal Thermography,
Particle Image Velocimetry

Introduction applications is performed by Armstrong and Winstan[@g].
kgore recently, Ligrani et alf13] compared various heat transfer

Efficient internal cooling of turbine blades can be achieved ) . o .
Hegmentatlon techniques used in internal coolant passages, includ-

enhancing the heat transfer in internal coolant passages w g o A .

keeping the related pressure losses as low as possible. In-line pin f_|ns_. There has also been some effort In investigating d.'f'

staggered arrays of short cylindrical pin fins with circular cro rent pin fin shapes and concepts as alternatives to circular fins.

sections are one of the most common types of internal cooli?ﬁ?

devices used for this purpose. These pin fin arrays enhance & 9 . .

heat transfer by increasing the turbulence and unsteadiness of seh[1_6]),_ tapered_pm fingWang and Ji[17]), diamond-

coolant flow within their wakes. However, it is by no means cleain@Ped pin finSGrannis and Sparrof18], Chyu et al.[19]),

that the circular cylinder is the most efficient geometry in terms gduare pin fingMinakami et al.[20], Chyu et al[19]), stepped

both heat transfer enhancement and pressure loss minimizatiofi@meter circular pin fingGoldstein et al[21]), elliptical pin fins

Most of the previous pin fin research are mainly investigatiorld €t al. [22] and drop-shaped pin fin€hen et al[23]) are in-

on the heat transfer and pressure loss characteristics of differéggtigated. However, detailed information on the endwall heat

array configurations with circular pin fin@.g., Brown et al[1], transfer enhancement characterl§tlc§, wake flow fields, gelnerated

Van Fossefi2], Metzger and Halef3], Simoneau and Van Fossenturbulence_levels or transverse distributions of_ ae_rodynamlc pen-

[4], Metzger et al[5], Lau et al[6], Chyu et al[7], Al Dabagh alty I_evels is hard to find for those proposed pin fin C(_)ncepf[s. _

and Andrewg8], Hwang and Lu[9], Ligrani and Mahmoo10], This paper presents the results of an experimental investigation

and Won et al[11]). A review of heat transfer and pressure los&n the endwall heat transfer enhancement, total pressure loss, and

data for staggered arrays of circular pin fins in turbine C00|inyake flow field characteristics of circular and elliptical pin fin
arrays. Two different types of elliptical pin fin arrays are investi-

Manuscript received January 28, 2004; revision received September 2, 2004. §ated: a Standard Elliptical FiSEF) and an N fin, which is
view conducted by: P. M. Ligrani. derived from NACA four-digit symmetrical airfoil series. Experi-

r example, oblong pin findMetzger et al[14]), partial length
ular pin fins(Steuber and Metzgdrl5], Arora and Abdel-

458 / Vol. 127, MAY 2005 Copyright © 2005 by ASME Transactions of the ASME
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Fig. 2 The shapes and relative dimensions of the circular fin,

) Standard Elliptical Fin  (SEF), and the N fin ( D=0.0508 m)
eater Strip

Inconel 600 foil

thickness=0.0254 mm

section that is a 1.27 m long straight rectangular duct made out of
0.0127 m thick clear acrylic and has a 0.36@%076 nf cross

0.0762m » section(Fig. 1(b)).
B Pin Fin Shapes. One circular and two different elliptical
Fig. 1 (a) Low Speed Heat Transfer Research Facility at Penn- pin fin shapes are investigated in the current study. The shapes and
sylvania State University and  (b) the layout and the dimensions the relative dimensions of the elliptical fins are presented in Fig.
of the acrylic test section shownin () 2. The elliptical fins are defined as follows:

i. The Standard Elliptical FI6SEF): This pin fin has a standard

elliptical cross section with the minor axis length being equal to
ments include measurements of convective heat transfer coetffie circular fin diameter, resulting in the same effective frontal
cients on the endwall within the wakes using Liquid Crystal Thearea as the circular fin. This is necessary in order to be able to
mography, total pressure loss surveys by Kiel probe traverses andke meaningful comparisons of total pressure loss levels. The
two-dimensional Particle Image Velocimet(ylV) measurements major axis length is 1.67 times the minor axis length. The surface
within the wakes at the midplane of the test section. Measurarea is 1.35 times the surface area of the circular fin.
ments are performed in a Reynolds number range of 18000 andi. The N Fin: This fin shape is derived from the NACA four-
86 000(based on the maximum velocity and the circular fin diamdigit symmetrical airfoil series. The thickness distribution for the
eter) and for 2-row staggered array configurations wBfiD  four-digit series of airfoils is given in Abbott and Von Doenhoff
=X/D=2.0 andH/D=1.5. The minor axis lengths for both types[24] as
of elliptical fins are kept equal to the diameter of the circular fins
in order to obtain the same effective frontal area. The heat transfer t_C(olzgegq/;_ 0.12600% 0.3516X+ 0.2843%
enhancement, total pressure loss, and wake flow field characteris- 0.2
tics are compared to those of a circular fin array.

—0.1015%), 1

] wheretc is the maximum thickness as a fraction of the chord
Experimental Setup and Procedures length. This distribution gives the maximum thickness at a 30%
chord location. In order to obtain the N fin shape, the NACA0024

A Facility. The experiments are performed at the “LOWairfoiI is taken as a basis, which has 24% maximum thickness, and

Speed Heat Transfer Research Facility” at the Turbomachinefyy, yhe ajrfoil geometry up to the maximum thickness location is
A : . /ersilsed to construct the forward half of the fin. The backward half is
This is an open-loop wind tunnel that consists of an axial

blower, a diffuser with multiple screens, a plenum chamber,  hi onstructed by taking the mirror image of the forward half. Simi-

R X ” to SEF, the minor axis length is equal to the diameter of the
area ratio F:lrcular nozzle, a C|rcular. to rectangulgr transition dué:'ircular fin. The major axis length is 2.5 times the minor axis
a converging nozzle, the test section, a diverging nozzle, anqedyih, and the surface area of the N fin is 1.85 times larger than
diffuser. The schematic of the facility is shown in Figal the surface area of the circular fin

An axial flow fan is used to draw the ambient air into the '
facility. A 0.66x0.66x0.39 mfilter box encloses the inlet of the C Setup. The pin fin arrays are placed approximatelp 4
axial fan. A 7.5 kW electric motor drives the 0.46 m tip diametedownstream from the entrance of the test sect@rns the diam-
fan, which has a potential to provide a pressure differential of 0.Eser of a circular finD=0.0508 m). Figure 3(aghows the layout
m of water over a range of flow rates. The speed of the electiof the staggered pin fin array configuration. Although the flow
motor is controlled by using an adjustable frequency ac drivproperties are not fully developed, but developing in this region
After the fan, the flow passes through a series of screens amtl the pin fins were placed in the entry length of the test section,
enters a 1.73 fiplenum chamber. Downstream of the plenum théhe upstream inlet velocity and thermal boundary conditions were
air accelerates through a circular nozzle of area ratio 8.65, acarefully measured, monitored, and kept the same for all pin fin
then transitions to a 0.366.15 nf rectangular cross section byshapes and Reynolds numbers used in this study, in order to en-
a 1.37 m long duct. The cross section is further reduced to 0.3660re the validity of the relative heat transfer and pressure loss
x0.076 nf by a converging rectangular cross-section nozzle thaomparisons presented in this paper. These measurements were
is 0.508 m long. After the converging nozzle there is the tegerformed at the test section inletD4upstream of the pin fins,

Heat Transfer Laboratory of the Pennsylvania State Universi

Journal of Heat Transfer MAY 2005, Vol. 127 / 459
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Liquid Crystal Sprayed Heater Strip line distributions of the convective heat transfer coefficient along
the centerline of the heater strip. The heater strip height allowed

—>)l( = 2? D _, 0.0254 m excess on either end of the strip for bus bar connections

f A to the dc power supply. The strip surface is painted black in order
1 0.5D y Flow to obtain the best color contrast for the liquid crystals. A thin coat
: 7.2D s=2D _ | — of liquid crystals with an event temperature of approximately 45
I e | YT 315™s  deg and a bandwidth of 1 deg is sprayed onto the black painted
| 22mIS| 1y = 20 i :
: v H heater strip. Figure(@) shows the experimental setup for endwall

| —lple heat transfer measurements.

o During an experiment, a dc voltage is applied across the heater

Test Section Sidewall  strip, which was measured using a four-wire arrangement. The
applied dc voltage results in an increase in the surface tempera-
tures on the heater strip, which in turn results in the appearance of
color bands on the surface due to the thermochromic properties of
the liquid crystal material. The dc voltage is started from zero and
slowly increased until the color bands started to appear. At this
point, steady-state conditions are allowed to be reached, and then
a 352x240 pixelscolor image of the black tunnel sidewall, with
@ the heater strip in the field of view, is captured in bitmap format
through a video camera and a computer. After the image is re-
corded, the power to the heater strip is then increased causing a
shift in the position of the color bands. This process is repeated
until the color bands have covered the entire heater strip surface.
The illumination during this procedure is supplied by two 150 W
incandescent light bulbs in reflectors positioned on either side of
the test section. Direct radiative heating of the liquid crystal
coated surface is minimized by only illuminating the lights when
data were being taken. Figuréb3 shows sample images of the
(b) liquid crystal sprayed heater strip both for the empty tunnel and
circular fin cases.

The recorded images are analyzed to obtain the hue, saturation,

A\

DC Power Supply

Fig. 3 (a) Layout of the two-row staggered pin fin configura-

tion within the test section, and the end wall heat transfer mea- intensity(HSI) information on the heater strip. The hue attribute is
surement setup using Liquid Crystal Thermography and (b) Uused to determine the surface temperature at a given pixel location
sample images of the liquid crystal sprayed heater strip for on the image using the calibration curiézol [25]). The calibra-
empty tunnel (left) and with circular fin array  (right) cases tions were performed in situ and with the same lighting used in

the experiments. For each pixel row on the column of pixels cor-
responding to the heater strip in the original ima@bout 25

and on the centerline, using a pitot-static probe and a thermistBix€ls), hue values around the centerline of the heater strip are
based temperature sensor. The inlet velocity changed betwélgiermined using standard conversion formulas from Red Green
3-15 m/s. The speed of the electric motor was precisely adjustdtye (RGB) to HSI (Russ[26]). Although the strip covered a
to obtain the same inlet velocity for different pin fin arrays, at théegion of about 25 pixels, the useful color information was gen-
desired Reynolds numbers. erally obtained from about 10 pixels. The streamwise variation in
The duct continues up to D0downstream of the arrays. Theheat transfer along these 10 pixels was less than 2%. The intensity
height to diameter ratioH/D) of the pin fins is 1.5, which is a values are used for filtering. Intensities lower than. 50 usually
typical value for turbine blade cooling applicatiofarmstrong Ccause the hue values to become unstable and the pixel cannot be
and Winstanley12]). The pin fin arrays are placed inside the tedtsed to obtain the accurate temperai@amci et al[27]). Also if
section in a staggered array configuration consisting of two roW€ intensity value of a pixel exceeds 200, the hue value becomes
of fins, with three fins in the first row and two fins in the seconéfss accurate due to the saturation of the sensor in the video cam-
row (Fig. 3(a)). The transverse and streamwise distance betwed@- Therefore, a filtering process is performed such that any pix-
each fin is taken equal to the diameter of the circular fin such tH With intensities less than 50 and higher than 200 are rejected.
S/D=X/D=2. Using only two rows of pin fins is not enough toAlso, |_f the_ hue value for a pixel is outglde_ the_ calibration range,
establish a fully developed pattern inside the test section. Ho{fat pixel is not considered. Using this filtering procedure, the
ever, it was sufficient for determining the relative endwall heatlid pixels and corresponding hue values around the centerline

transfer enhancement, total pressure loss, and wake flow fiél® determined and the endwall temperatures are calculated using
characteristics. the calibration curve. The temperature values around the center-

line are then used to determine the average temperature on the

D Heat Transfer Measurement Procedure. Measurements centerline of the heater strip for each power setting. The minimum
of convective heat transfer coefficients on the endwall dowpmber of valid pixels used in this averaging process is also con-
stream of the pin fin arrays are performed using Liquid Crystalolled such that if this number is below a certain value, that pixel
Thermography. For this purpose a rectangular Inconel 600 f@dw is skipped.
heater strip, which is 0.0254 m (@3 wide, 0.419 m (8.2D  The convective heat transfer coefficieht,at the centerline of
long, and 0.0254 mm thick, is placed2downstream of the ar- the heater strip at each pixel row is then calculated from Newton's
rays and attached on the tunnel sidewall. The length of the heatey of Cooling,
strip that is inside the test section and exposed to the flow 3.7.2
The heater strip material, Inconel 600, is a low resistivity steel dr—dc—Odg
foil, which has a low temperature coefficient of resistivity h= T Tw-T. @
(0.112x10°3°C™1). This restrains a change in resistance of the _ _ _
foil within the experimental temperature rangless than 0.5%). Whereqt is the total generated heat flug is the conduction heat
Although the width of the heater strip is small compared to the pinss, i is the radiation heat loss, aridy is the measured wall
fin diameter and tunnel dimensions, it was sufficient for obtainingmperature. The free-stream temperatdte, is assumed to be

460 / Vol. 127, MAY 2005 Transactions of the ASME
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equal to the measured total temperature at the test section inlefc Total Pressure Loss Measurement Procedure. Total

due to the very low Mach numbers of the current experiments.pressure losses inside the wakes of the pin fin arrays are measured
The total generated heat fluy; , on the rectangular heater stripby traversing a Kiel probe with a 3.175 mm shield diameter across

is calculated from Joulean heating using the test section @ downstream of the pin fin arrays and at the

) midplane. Measured total pressure data are used to calculate rela-

n_ Vs tive total pressure loss with respect to the inlet conditions. The per
T ReAs 3) row total pressure drofor friction coefficienj is defined as
whereVg is the voltage across the heater stRa,is the resistance P, — P,
of the heater strip, anédlg is the area of the heater strip. It must be R — ©)
kept in mind that Eq(3) is valid only for rectangular heater ge- 0-5pur2naxNR
ometries with any aspect ratio. A more detailed technique to cal- . . : :
culate the total g)énergted heat for arbitrarily shaped bgundariegvgerep‘l 'S_ the inlet t(_)tal pressurfP,tW Is the total pr?ssure m_the
explained in detail in Wiedner and Canj@s]. wake,Unay IS the.me.mmum yelomty in the test section, axd is
The conduction heat loss term is obtained using the number of pin fin rows in the array. )
In previous pin fin research, the variation in the transverse di-
" Tw—Ta rection is not usually reported, i.e., static pressures are measured
Ac= kWT- 4)  ata single point on the wall before and after the pin fin arrays and

) ) ) the static pressure loss across the pin fin array was used to calcu-
~ HereT, is the temperature on the ambient side of the Wall, |ate the friction coefficiente.g., Metzger and Haleig], Lau et al.
is the wall thickness, ankl,, is the thermal conductivity of acrylic 6], Metzger et al[14], Steuber and Metzgdd5], Chyu et al.
wall. T, is measured using a K-type cement-on thermocoupfgg] Goldstein et al[21], Li et al. [22], Chen et a[23], Chyu
attached on the wall surface on the ambient side. The effects[9b]). In this study, however, complete transverse distributions of
our previous measurements in a different test setup and on the f@asured, in order to be able to compare the effects of the differ-
that even at regions with high gradientstinthe maximum tem- ent wake structures of pin fins with different shapes. Keep in mind
perature differences on the heater strip was less than 0.5°C, whight all the pin fins used in the current experiments have the same
WOUId result na |OW |atera| Contl’lbutlon to COndUCUOn heat Ios%ﬁective frontal area. The experiments are conducted in the same
Wiedner and Camd28]investigated the effects of lateral conduc-reynolds number range as in the endwall heat transfer measure-
tion in their liquid crystal measurements in a 90 deg. turning duGhents, i.e., 18 000—86 000. Although the cause and effect rela-
and found that the lateral conduction increased the total Condlﬂ@-nships on the generation of pressure losses in thiglGw field
tion heat flux by only 0.25% of the total generated heat flux. In thésnnot be resolved in detail since the data is only at the midplane,
current study, the average conduction heat fluxes were about 18% still sufficient to make accurate relative comparisons of pres-

of the average total heat flux during a typical experiment. sure losses generated by different pin fin shapes.
A blackbody enclosure model and the assumption of thermal

equilibrium between the free-stream air and the unheated ducE Wake Flow Field Measurement Procedure. In order to
walls were used to estimate the radiative heat loss. Hence, better understand the wake flow field structure and loss mecha-
nisms of the circular, SEF and N fin arrays, two-dimensional Par-
Qr=o(ewTw— €. T4) (5) ticle Image VelocimetryPIV) measurements are performed for a
Reynolds number of 18 000 and on the midplane of the test sec-

flux. The values of,, ande.. are both taken as 0.94.
Measured convective heat transfer coefficient values are t
used to calculate the Nusselt numbers using

H'ér‘?eeded with fog particles using a commercial fog generator and
IS illuminated using a 50 mJ/pulse Nd:YAG laser sheet with an
emitted radiation wavelength of 532 nm. Pairs of particle images

hD are captured using akX 1k pixel$ Kodak Megaplus ES 1.0 digi-
Nup=7—, ®) tal camera, which is fully synchronized with the pulsating laser
ar sheet. After the camera and the laser sheet are aligned normal to

whereD is the diameter of the circular fin. The thermal CondUC‘each other, 90 instantaneous image pairs are collected for each
tivity of air, ky, is determined using the inlet temperature.  p|v domain. The image maps are then divided intx32 pixel

Due t(_) the nature of the measurement technlgue, there EXISﬁﬁt@rrogaﬁon areas and 25% overlap is used, which generated
developing thermal boundary layer along the width of the heatgr22 vectors in each vector map. All 90 image pairs are cross-
strip. The character of this thermal boundary layer will be similagorrelated, peak-validated, moving averaged/filtered, and then en-
for each pixel row on the heater strip such that the convective hegimble averaged in order to obtain the true-mean flow field inside
transfer coefficients will start from a maximum and will decreasﬁ]e wakes of the p|n fin arrays. The ensemb|e_averaged values for
as the thermal boundary layer develops. However the levels ik x andy components of the velocity vector for each and every

heat transfer enhancement will be different along the Iength of thﬂerrogation area in the vector map are calculated using
heater strip depending on the relative location with respect to the

wake of the pin fin array. The main objective of the current ex- _ 1 _ 1

periments is to capture these differences in the levels of heat trans-  U(X,y)= 17 2 uixy), vxy)=r E vi(x,y), (8)

fer enhancement for pin fin arrays with different fin shapes with =1 =t

different wake characteristics. where M is the total number of samples used in the ensemble
Measurements are performed for six different Reynolds nuraveraging process. The turbulent kinetic energy is calculated using

bers varying between 18 000—86 000, based on the maximum ve- "

locity and the fin diametefor SEF/N fin minor axis lengjh The 1 _ ) _ )

maximum velocity occurred between the pin fins, where the are(X.y) =75 ME [(Ui(X,y) —u(x,y)*+ @i(x,y) —v(x,y)].

is a minimum. It was measured using a pitot-static probe in be- =t

M M

tween the pin fins at the midplane, and it changes between 5-25 ©)
m/s in this Reynolds number range. The inlet turbulence intensiythough the three-dimensional effects may be significant for
is about 2%. these shortil/D=1.5) pin fins, current B measurements pro-
Journal of Heat Transfer MAY 2005, Vol. 127 / 461
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Fig. 4 (a) A sample liquid crystal image for the empty tunnel case obtained at Re Dh=75'000 (D,p=0.126 m) and (b)
the corresponding measured A distribution on the heater strip

vide invaluable information about the turbulence and velocitResults and Discussion
field structures of the wakes of the elliptical and circular pin fin
arrays. A Endwall Heat Transfer

G Uncertainty Estimates. The uncertainty in the measure- A.1 Baseline Empty Tunnel Measurement8aseline empty
ment of the temperature value from the hue value is estimatedtaanel measurements are performed to check the consistency of
+0.3°C and the uncertainty in the measured convective heat tratfee current measurements with standard Nu—Re correlations as
fer coefficients is estimated as4% using the root-sum-squarewell as to generate reference data to be used for normalizing the
method described in Moffdt30]. The uncertainty in friction co- pin fin results. In addition, the spanwise variations on the heater
efficient measurements is estimated as 7% using the same metfstrip are also quantified. Figuréa) shows a sample liquid crystal
The estimated level of uncertainty in the ensemble averaged FiWage for the empty tunnel case at a Reynolds number gf, Re
results, obtained using 90 instantaneous samples, is about 10%~a15 000, based on the test section inlet velocity and the hydraulic
the velocity components. This is calculated using the theoretiadiameter. The corresponding measuredistribution is presented
standard error estimation procedures described in 8] and in Fig. 4(b). The average spanwise variatiorhiis about 1.6%.
Ullum et al. [31]. The turbulent kinetic energy results could be The empty tunnel measurement results are compared with the
used only for relative qualitative comparisons, because using @8enhanced duct flow heat transfer as well as with the flat plate
instantaneous samples is not enough to obtain converged statistith unheated starting length correlations, as given in Incropera

of turbulence variables. and DeWitt[32] (Fig. 5). These correlations are given as
500 E 2000 3
333 E = 1750 F P
3 L 3
350 F - 1500F
3 D E
300 1260 /)ﬂ/

- rd

250 F D2 : )Z
3 7 / 1000

200 F = s }/
; P / * 750

150 2z 2 [ v

100 L K
| I 7
0O Empty tunnel-current [ O  Empty tunnel- current

————— Empty tunnel-current-curve fit-eqn. (13) | | = = = = Empty tunnel - current - curve fit - eqn. (14)
Duct flow, egn. (10) Flat plate with unheated starting iength, egns. (11) and (12)

50 ! . | TR ESErE W 250 s L L | I PR i

Nupg,

50 100 150 200 200 400 800 800 1000
3 -3
Re,, x 10 Re x 10
(@ (b)
Fig. 5 A comparison of current baseline empty tunnel measurements with (a) fully developed turbulent duct flow

(Eq. (10)) and (b) flat plate with unheated starting length [Egs. (11) and (12)] correlations as given in Incropera
and DeWitt [34]

462 | Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S S S S | S S S | S S S

Rep=18,000 Rep=31,000

25

B R

Rep=46,000 Rep=60,000

25

-1 0 1/ D 2 -1 0 1 )
Rep=76,000 Rep=86,000
Fig. 6 Relative convective heat transfer coefficient distribution on the endwall for circular (0), SEF (A) and N (+) fin

arrays, 2 D downstream (h,: baseline empty tunnel value ). Rep is calculated using the maximum velocity and the
circular fin diameter, D=0.0508 m (or SEF/N fin minor axis length that is equal to D).

Nup,=0.023 R%E pr/3 with the correlation for a flat plate with an unheated starting
length (Fig. 5(b)). The equations for the curve fit lines for the
(fully developed turbulent duct flow, Fig. (&)) current empty tunnel measurements are
10
(10) Nupn=0.0239 R§3?%’ (Fig. 5(a)), (13)
NU — Nu¢=o
“x—i[l,( £/x) /10 Nu,=0.0297 R&%2%" (Fig. 5(b)). (14)
(flat plate with unheated starting length, Fig(b3) The difference in average baseline empty tunnel convective

11) heat transfer coefficient values, i.bg, estimated from Eqg13)
and (14) is less than 0.09%. Therefore, E(L3) is chosen to
Nuy|z—o=0.0296 RESPIS, (12) estimate the value dfiy, at various pin fin measurement condi-
. . . . tions. This is achieved first by calculating fe using the test
Equation (10) is the Colburn equation for turbulent flow in section inlet velocity measured at that pin fin measurement con-

circular tubes, and modified using the hydraulic diameter for tr}ﬁtion and the hydraulic diameter. Then, fjuis estimated from

current noncircular cross section. In Eg¢sl) and(12), {is the ¢ .(13), andhy is calculated using Ny}, , the hydraulic diameter
distance from the leading edge where the thermal boundary Ia)é1 dk,,. Calculatedh, values are used for the nondimensional-

?ees\;eslgggg)inérﬁfgr'{; :n%r%]lz Laekaetgrasstr?gest(irst'i[?gcpeogi(tait(\)l\rl]e?hitsrfzaﬂOn of the measured pin fih distributions on the endwall,
8.25D, andx is the middle of the heater strip, which is B.3D is Which will be presented in the next section.
the circular fin diameter, 0.0508)mrhe Prandtl number is 0.71 A.2 Pin Fin Measurements.The distributions of relative

and the hydraulic diameter B;,=0.126 m. As expected, currentconvective heat transfer coefficients for six different Reynolds
empty tunnel measurements are about 1.5 times larger than thwnbers are presented in Fig. 6. These relative results are the
results given by Eq.10), due to the entry region characteristics ofalues over the baseline empty tunnel measurements explained in
the flow (Fig. 5(a). On the other hand, the data agrees very wdle previous section.
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Table 1 Correlation coefficients for the current and previously

2 F o published data for various pin fin shapes (Nup=a RebD)
18 O o Pin fin shape a b
16F e Circular current 0.0776 0.7
_CC’ - + Olo SEF current 0.077 0.678
- A A N current 0.0916 0.661
~ 14F . Circular-Metzger et al[5], Eg. (15) for 0.096 0.69
- [ £ h x/D=2 and corrected for two rows using
- O Circular 4 N Nu, /Nu,=0.9, as suggested in Armstrong
21 A sEF and Winstanley12])
F + N Circular-Zukauska$30]—Eqg. (16)—long 0.31 0.6
[ l fins (for s/x=1 and Pr=0.707)
q L . — RN I FNe Cubic-Chyu et al[19] 0.12 0.704
20 40 80 80 100  Diamond-Chyu et al[19] (modified using 0.08 0.732
-3 diagonal ad
ReD x 10 Oblong—Metzger et al[14] 0.0479 0.752
Elliptical—Li et al. [22] (modified using 0.392 0.53
; ; : . actual minor axis length ad)
Fig. 7 Average relative convective heat transfer coefficient Drop-shaped—Chen et 4R3] (modified 0.155 0.645

variation with Reynolds number using actual minor axis length &%)

Empty tunnel—currentbased on the tunnel 0.0239 0.8227
hydraulic diameterD,,=0.1262 m)

In case of the circular fin array, the heat transfer enhancement
levels are higher than the levels for the SEF and N fin arrays, for
all Reynolds numbers. The levels for the SEF and N fin arrays are
close to each other. There are differences between the local ey 1 5<x/D<5, 2.0<S/D<4.0, and 10 000Re,<100 000,
hancement patterns of the circular and elliptical pin fin arrayShich covers the range of the current experimeHg{=1.5
Local enhancements inside the wakes of the SEF and N fin amraysy_ gp—20 18 000<Re,=<86 000). For comparison -pijr-
are clearly visible in the form of two peaks in the line distribuy,ses “the correlation further needs to be modified to account for
tions. Although the local peaks are not as distinct in case of ¢ ie number of pin rows testewo rows tested in the current
cular fins, they can still be depicted. For example, aip R&yeriments). This modification can be performed, as suggested
=18000, there exists a local maximum around the centerling, Armstrong and Winstanlef12], using the row-by-row varia-
y/D=0.0, whereas this location shows a local minimum for SERg, ¢ ;rve presented in Metzger et EB]. The Metzger correlation
and N fins. Furthermore, the levels show a local minimum arou btted in Fig. 8(a)uses Eq(15) and is modified for a two-row
y/D=*1.2, however, this location is the local maximum foryay configuration. It is evident that the current data is in close
SEFs and N fins. Keep in mind that the centers of the two pin f'%reement with the Metzger correlation. The Zukaugas cor-

in the second row are located WD = = 1.0. This indicates that, gjation for arrays of long circular cylinders is also plotted in Fig.
for the circular pin fins, the local minimum in the heat transfe, (a) as a reference and comparison. It is given as

coefficients occurwithin the wakes of the second row fins aroun
the wake centerline. However, for the elliptical fins, this region _ 0.25.0.6.0.36
shows local maximum. These differences in local enhancement Nup =0.35S/X) Re'% P8 (16)
patterns are mainly due to the differences between the wake flowIn Fig. 8 the baseline empty tunnel data is plotted usin
fields of the circular and elliptical fins. More details related to the odifiei%- ve,rsioi o?sEe I(lg)ewf?icyh i%cluedesat[r?elsir?f?n?jiar*sétegr a
wake flow structures will be given in the coming sections from th q ’ P

results of the PIV measurements. Similar differences are also 6|%§tead of the hydraulic diameter and the maximum velocity in-

served at the other Reynolds numbers. Note that the sudden v d of the inlet velocity. The correlation coefficients for the cur-
in the h/h, levels aftery/D = 3.4, for aII. arrays and at all Rey rent measurements as well as the mentioned previous experiments
0 =9.4, -

nolds numbers, is due to the presence of the corner boundary Ia%('eg_summanzed in Table I. .
in that region. igure 8(b)shows the line-average Nusselt number variation

Figure 7 shows the variation of the average relative heat traféii Reynolds number for the current circular, SEF and N fin
fer enhancement(h,) with Reynolds number. For all fin Shapes,arrays, as well as for various other pin fin shapes investigated by

the relative enhancement levels decrease with increasing R(%Evious resear_chers. Before_discussing the results _presepted in
nolds number. This is mainly due to the fact that the Reynol 9- .S(b)’ SOME ISSUES on m?""“g a consistent comparls.on with the
number dependency of the empty tunnel case is much stronB@ﬁeV'ousIy published data will be addressed as follows:
than the one for the pin fins. For the empty tunnel, the Reynolds1. In the current study, the Nusselt numbers and the Reynolds
number exponent is 0.8227 whereas it is 0.7, 0.678 and 0.661 faimbers are calculated using the diameter of the circular fins or
the circular, SEF and N fins, respectivelgge Table I). Therefore the minor axis lengths of the SEF/N fins. These two are kept equal
as the Reynolds number increases, the Nusselt number levelsnoérder to obtain the same effective frontal area that is needed to
the pin fins do not increase as fast as the empty tunnel valugsake consistent comparisons of the pressure loss and wake flow
hence resulting in a decreasing trend. The relative enhanceméitl characteristics. However, different definitions of pin fin di-
levels for the SEF and N fins decrease more sharply than theeters are used by previous researchers for different pin fin
levels for the circular fins. shapes in the calculation of the Reynolds numbers and Nusselt
Figure 8(a)shows the line-averaged Nusselt number variatiofumbers. For example, in their investigation of elliptical and
with Reynolds Number for the circular pin fins and the comparidrop-shaped pin fins, Li et aJ22] and Chen et al[23] used an
son of the current data with the previously reported correlations &fqual circumference diameter” definition that gives diameters
Metzger et al[5] and Zukauska$33] for staggered circular pin larger than the actual minor axis lengths of the pin fins. Chyu
fin arrays. The Metzger et 5] correlation is given as et al.[19] used one side length as the diameter definition both for
- 69, —0.34 the cubic and diamond pin fins, but the actual effective frontal
Nup=0.135 R% (X/D) ' (15) area for diamond fins corresponds to the diagonal of the fins, not
This correlation is evaluated and verified with published dathe side length. Therefore, in order to be able to make consistent
by Armstrong and Winstanley12] and is applicable foH/D  comparisons with the current study, necessary modifications are
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Fig. 8 Average Nusselt number versus Reynolds number

comparisons of

(a) current measurements with previously re-
ported correlations for staggered circular pin fin arrays, and

(b)

circular, SEF, and N fin arrays with previously reported mea-
surements for various pin fin shapes. Empty tunnel results are
the current measured data with no pin fins.

made to their correlations such that the diameters correspond]
to their actual effective frontal areas are used in the Nusselt nuime,,

ber and Reynolds number calculations.

2. Not all of the previously reported heat transfer data are o
tained on the endwall. Some of them are on the p&g., Chyu
et al. [19]) and some are combined pin-endwall resu#sy., Li
et al. [22] and Chen et al[23]). However, it is reported in
Metzger and Haley3] that the endwall heat transfer coefficient
are generally almost at the same level as the combined pi

endwall averages.

S

ber for the circular fin array is 26% and 23% higher than the
average Nusselt numbers for the SEF and N fins, respectively.
Similarly at the highest Reynolds number, the circular fin array is
28.8% and 29.5% higher than the respective values of the SEF
and the N fin arrays.

b. The elliptical pin fin results of Li et a[22] and the current
results for SEF and N fins are close to each other in the Reynolds
number range of 30 000 and 90 000, but they deviate from each
other at Reynolds number below 30 0G®e experiments of Li
et al. [22] are actually performed up to Reynolds numbers of
10000. The curve fit equation given in their paper is used for
comparison at these higher Reynolds numbé¥ete that the el-
liptical pin fins of Li et al.[22] show a much weaker Reynolds
number dependency than the SEF and N fins, as can be seen from
the exponents of the Reynolds numbers listed in Table I.

c. Itis also evident that the cubic and the diamond fins of Chyu
et al.[19] have the highest Nusselt numbers in the presented Rey-
nolds number range whereas the elliptical fi8EF, N, and Li
et al.[22]) have the lowest values.

d. The variation of the oblong fin&at zero incidence angle,
Metzger et al[14]) and the drop-shaped fii€hen et al[23]) are
close to that of the current circular fins.

To summarize, the SEFs and the N fins seem to be the least
effective devices in terms of heat transfer enhancement among all
other pin fin shapes. The circular pin fins perform about 27%
better in average than the SEF and N fins in this Reynolds number
range. Furthermore, the elliptical pin fins, i.e., SEFs, N fins, and
elliptical fins of Li et al.[22], all seem to have weaker Reynolds
number dependency compared to the circular pin fins. This is most
probably because of the different boundary layer, surface pressure,
separation, and the wake characteristics of those pin fin shapes.

B Total Pressure Loss. Figure 9 shows the measured fric-
tion coefficient distributions inside the wakes of the circular, SEF,
and N fin arrays. It is evident that there is substantial reduction in
the total pressure loss in the case of SEF and N fin arrays. The
levels for the SEF and the N fin are close to each other, but the N
fin creates slightly less pressure loss inside the wake. In case of
the circular fin array, the wake region created by the two fins in
the second-row of the array are clearly visible in the form of two
peaks in the friction coefficient distribution. Wakes of the first row
fins are not distinctly visible in case of circular pin fins whereas
they are clearly identifiable for the SEFs for all Reynolds numbers
in the form of two outer peaks in the distributiofike two middle
peaks are created due to the wakes of the two fins in the second
row for SEFs). In case of N fins, the first row wakes are identifi-
able up to Reynolds number 60 000. However, for higher Rey-
nolds numbers, the individual wake signatures become much less
obvious, even for the two second-row fins. The differences be-
tween the pressure loss distribution patterns of circular SEF and N
fin arrays indicate that the wake structures and mixing mecha-
nisms are different. As will be explained in detail in the next
section from the results of the PIV measurements, in case of SEFs
d N fins, the wakes of the first row fins do not mix or interact
wrth each other or with the fins in the second row, but, instead, the
ized losses created inside the individual wakes are carried
&/ownstream separately. In case of circular fins, however, the

jakes of the first row fins interact with the second row pin fins,
resulting in an early separation from the second row fins as well as
bending of the first row fin wakes. These interactions generate a
relatively large wake zone behind the second row, which in turn
rﬁ_sults in high levels of total pressure loss in this region.
Figure 10(a)shows the line-average friction coefficient varia-
tion with Reynolds number for the current circular fin array, and

Therefore, keeping in mind the points mentioned above, sevethé results are compared with previously published data. The solid

observations can readily be made:

a. Current measurements indicate that the Nusselt number |
els for the circular fin are higher than those for the SEF and N fin
arrays. At the lowest Reynolds number, the average Nusselt num-

Journal of Heat Transfer

line in this figure is a correlation proposed by Metzger e{ @]

(gc\)/r_ 10*<Rey<10®, and is given by

f*=1.76 Rg *318, 17)
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Fig. 9 Friction coefficient distributions inside the wakes of circular (O), SEF (A), and N (+) fin arrays, 2 D downstream
AP Figure 10(b)shows the comparison of the current circular fin,
f*= ——  —=0.25f. (18) SEF, and N fin pressure loss measurements with the pressure loss

2PU2maxNR levels of various other pin fin shapes reported by previous re-
searchers. Clearly, the diamond- and cubic-shape pin fins investi-
gated by Chyu et a[.19] have the highest levels of pressure loss.
The circular fin generates lower pressure logsé®ut 25%)than

those fins but the levels are still substantially higher than those of
+159
show a+ 15% range also proposed by Metzger e{ah]. Current the elliptical fins. The average loss levels for the circular fin are

The definition off* is slightly different tharf used in this paper,
as seen in Eq(18). Therefore, it is modified accordingly to be.
able make a consistent comparison in Fig(@0The error bars

circular fin data is within this range below Re20 000, and starts -, o i ,
to deviate from this correlation with increasing Reynolds numbe:’;?/0 _an(lj 5fl/° rr]uglher thag the Iltavels ofbtheFSEFhanls_ ’;I] flnsl,? re-
However, it is still in good agreement with the data provided b pledctlve Y bor t ﬁ oyveslt ?ynﬁ s nslf);n erd G%Z/I eng |ESt 67‘3;1'
e () espln it oo st e S S S e
pressures are measured at a single point on the wall before o - ’ :

after the pin fin array and the static pressure loss across the ar(ig ,e:&ir]:g;tg]m%%?ggIt%ntthzhg\llzv;sn;?fjhﬂ:gs; fl:iznesyn'ls)#islonsusnl]eb\(/aerls
was used to calculate the friction coefficient., whereas curre . . :

study uses the average results of the complete transverse tg%ﬁﬁ% ﬁ?ﬂ}g% f:?ct)rvmg (tzniullqaeryf?nosld'srhnigT:ﬁgls%hgée::etnhgy
pressure distributions at the midplane. In this Reynolds numb%rm aring the ex c?nent of Bein the curvé fit equations for each y
range, the separation on both first and second row circular fins %‘ f'ign shg e aspiven belovs' q

most probably a laminar separation, which occurs at about gtV Pe, 9 ’

This is also partly confirmed by the Particle Image Velocimetry

data presented in the next section. Relatively flat distribution of — 006588 . )

the friction coefficient is possibly due to this fact. f=0.3849Rg™ (circular fin), (19)

466 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.6

- C  cCireular-current
0.5 3 Metzger et al ‘82
o T | ] M etzger et al'84
04 A cChyuetal'9s
1| L7 o \vi Lauetal ‘89
A CLRAAN AT ©

! [ 1 1 1 { 1 [ | N NN NN

20 40 60 80 100120
Re, x 10°
(a)
07
0.65E
05E
0.4
0.3 F e Q Ot o=
- » >

7
/
i

01 Ea— i
-_
- | —O— circular-current, eqn. (19) T~ - -
3 —A— SEF-current, eqgn. (20)
——f— N-current, eqn. (21)
— — Elliptical-Liet al'98
i > Oblong-Metzger et al.'84
[ cubic-Chyuetal'es
<> Diamond-Chyu et al.'6
L 1 I I I 1 L | L L1t
20 40 60 80 100
Re, X 10°
(b)
Fig. 10 Average friction coefficient versus Reynolds number for circular, SEF, and N fin ar-
rays. (a) A comparison with previously published circular fin data. Error bars show +15% range

given for the correlation given by Metzger et al. [35], Eq. (17). (b) A comparison with previously
published pressure loss data for various other pin fin shapes.

25

O Circular
Vi SEF
2 + N

LA

£=0.3811Rg%2%% (SER, (20)

£=0.3520Rg%3%3 (N fin). @) (I

The friction coefficient for the N fin has the lowest levels g.

among the currently tested pin fin shapes. It creates about 2 = 15 +—x
less pressure loss than the SEFs. It is interesting to note that B A
oblong fins tested by Metzger et §1.4]behave close to elliptical i ¥
fins in the lower Reynolds number range (R&0 000), whereas ¥
their loss levels get close circular fins when the Reynolds numbe 1
increase. The elliptical pin fins of Li et 2] show lower losses -
than the current SEFs, most probably because of their smal 20
minor axis lengths.

C Thermal Performance Comparisons. The relation be- f/fo
tween the heat transfer enhancement, total pressure loss, and
geyno'fjs num_ber IS pre$ented in Fig. 11. In thls. f'glMeQ IS pressure loss. Nug is the baseline empty tunnel Nusselt num-

etermined using Fhe_: estlmat_eg values_and the circular fin di- po; optained using the estimated  h, values from Eq. (13) and
ameter (D). The friction coefficient,f,, is calculated from the mogified using the pin fin diameter instead of hydraulic diam-
Blasius power-law correlation for a fully developed flow in a tureter; f, is calculated using the Blasius power-law correlation
bulent duct(Kays and Crawford35]), (Kays and Crawford [32]), Eq. (22).

Q%N 11 Relative Nusselt number variation with relative total

Journal of Heat Transfer MAY 2005, Vol. 127 |/ 467

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



01 thermal performance indices, presented in FigblL2how that all

I N O Circular data collapses together, and the differences are much less evident.

> " ) . : ;

|qa:_ 0.08 | A SEF Nevertheless, N fins still show slightly higher thermal perfor-
= C - N mance values.

g C
~~006 | + +* 5 D Wake Flow Field. Figure 13 shows the ensemble-

‘ 3 i A + + + averaged velocity magnitude, vorticity, as well as turbulent kinetic
E [ A A TAN A A energy distributions within the wakes of the circular, SEF, and N
3‘30 04 -~ fin arrays at Rg=18 000. The circular fin array creates a rela-

‘Z - O O o o tively large low momentum wake zone compared to the SEF and
~~002F ) N fin arrays. The separation on the circular fins at the second row

L e o L T R occurs very early. In fact, a close examination of the data reveals
20 40 60 80 100 that the separation occurs at around a 80 deg point from the lead-
Re_ x 10‘3 ing edge, indicating a laminar separation on the fins in the second

D row. The separation on the SEFs and N fins occur very close to

@ their trailing edge because of the relatively smooth acceleration

2 08F ] and deceleration of the flow due to their geometrical shape. As a

|2 o7F & Circular|  result, SEFs and N fins have a much smaller wake region com-

= - A SEF pared to circular fins. This is basically the main reason that the

g i = + N SEF and N fin arrays have very low total pressure loss levels
“3 o5& compared to the circular fin arrays.

| = F A 6" N The wake of the bottom fin in the first row is also clearly visible
E 0.4 F 3&) N e in Fig. 13. This wake is evident as a region with low velocity

‘ =) = magnitude and opposite signs of vorticity arou/d =1.8 and
é il S T R R R y/D=—2.4. This wake region is most obvious in the case of

20 40 60 80 100 circular pin fins. As is evident from Fig. 13, the trajectory of this
Re x 10‘3 wake shows substantial differences between the three pin fin ar-
D rays. In the case of circular fins it is significantly bent toward the
{b) sidewall, for SEF array it is relatively straight and for N fin array
Fig. 12 () Reynolds analogy performance indexand () Ther- it.is slighﬂy bent toward the midghaqnel. ‘The.bending toward the
mal performance (TP) parameter variation with Reynolds num- S|de_wall in the case of C|r<_:ular fins is 'prlmarlly due to the early_
ber for circular, SEF, and N fin arrays laminar separation that exists on the fins in the second row. This

early separation pushes the upstream wake toward the sidewall,

and, as a result, after the second row of fins, a very wide area of
_ the flow is occupied by low momentum wakes. This interaction of
fo=0.078 Rg*%. (22) the first row fin wakes with the second row fins and wakes is the
me%in reason behind the increased total pressure loss and turbu-

Figure 11 shows that the SEFs and N fins have almost const;n

£/t, values within the current Reynolds number range with Nu ence levels within the wake flow field. In the case of SEFs and N

selt numbers changing between 1.1-1.5 times the baseline emrf#z. the. wakes. of the first row fins convect downstream with
tunnel values. For SEF$/f, stays about 28 and for the N fins it inimal interaction with t_he sec_ond row fins ano_l vv_akes. _They get
is about 24. On the other hand, the circular firf, values are ad\{ected separately Wh'le getting diffused. Th's 1S basmal_ly_the
spread between 48—64 with Nusselt numbers changing from {ngin reason that '_[he first row Wakes_ are visible |n_the friction
to 1.9 times the empty tunnel values, within the Reynolds numbgpefficient distribution plots presented in Fig. 9. Also, in case of N
range. Although the heat transfer enhancement capability of @S, note that the peaks in the friction coefficient distributions
circular fins is clearly larger than the current elliptical fins, th€orresponding to the second row of pifisg. 9, Rg =18 000, at
average pressure losses that they generate are 2 and 2.3 ti#iEs= =0.7) are much closer to each other compared to the SEF
larger than those of SEF and N fins, respectively. The relative hé&td circular fin distributions. This is consistent with the slight
transfer enhancement is much more sensitive/ g variations in bending of the second row N fin wakes toward the midchannel, as
case of SEF and N fin arrays. The main reason is that as ®leserved from the current PIV measurements.
Reynolds number increases, the average friction coefficient levelsThe turbulent kinetic energy levels within the wake of the cir-
decrease for the SEFs and N fins. Sirgealso decreaseg/f, cular fin array are higher than those for the SEF and the N fin
remains almost constant while the heat transfer enhancement lekrays. For all pin fin arrays, the turbulence is mainly generated
els are decreasing. However, for the circular pin fins, since twéthin the wakes of the first and second row fins and then con-
average friction coefficient almost stays constant in the currevgcted downstream. In case of circular fins however, an additional
Reynolds number range, aridf, also increases slowly with in- turbulence production mechanism exists that is due to the jet-like
creasing Reynolds number. This results in the relatively slow d#éew in between the two fins in the second row. Because of this
crease in the heat transfer levels for circular fing/dg increases. accelerated flow zone, very high velocity gradients are present at
The  Reynolds  analogy  performance  parametehe edges of this jetlike region that generate additional turbulence
Nup /Nuy/(f/fy) and the thermal performance parametearound the centerline. This is probably the reason for the enhanced
Nup /mO/(TfO)l/:”’ as suggested by Gee and WéBB], are pre- local heat transfer levels around the centerline in case of circular
sented in Figs. 12(aand 12(b), respectively. These parameterdin fins, as discussed before. In case of SEFs and N fins, the local
provide a convenient way to evaluate the overall performancesfigat transfer enhancement levels were a minimum around the cen-
pin fin arrays with different pin shapes. The results show that, f@rline and this correlates well with the relatively low turbulent
terms of Reynolds analogy, the performance indices of the SKmetic energy levels in this region. The turbulence levels within
and the N fins are 1.23 and 1.64 times that of the circular findje wakes of the SEF and N fin arrays are higher than those at the
respectively, at the lowest Reynolds number. Similarly, at theenterline. This is also consistent with the heat transfer coefficient
highest Reynolds number, the performance indices of the SE#istributions in which two peaks in the wake region of the SEFs
and the N fins are 1.75 and 2.36 times higher, respectively. Thed N fins were observed.
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Fig. 13 Ensemble-averaged (a) velocity magnitude, (b) vorticity, and (c) turbulent kinetic energy
distributions within the wakes of circular, SEF, and N fin arrays (from top to bottom ) for Rep
=18 000 and at the midplane. y/D=0 is on the centerline of the channel and  x/D=0 is on the centers
of the circular cylinders in the first row.

Conclusions streamwise and the transverse spacings were equal to one circular

Heat transfer, total pressure loss, and wake flow field measupé‘-d'ameter’ i.e.5/D=X/D=2. The measurements are obtained
ments are performed downstream of two-row staggered elliptid8l 2 Réynolds number range of ike18 000 to Rg=86 000.
and circular pin fin arrays. Two different types of elliptical fins are _The Nusselt number levels for the circular fin array are about
tested, i.e., a Standard Elliptical IBEF)and a fin that is based 27% higher on average than the levels for the SEF and N fin
on NACA four-digit symmetrical airfoil shape@\ fin). The re- arrays. The levels for the SEF and N fin arrays are close to each
sults are compared to those of a corresponding circular pin father. Differences between the local enhancement patterns of the
array. The pin fins had a height-to-diameter ratio of 1.5. Tharcular and elliptical pin fin arrays are observed. The SEFs and N
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fins have a weaker Reynolds number dependency compared to the T = temperaturg°C or K)
circular pin fins, possibly due to boundary layer and separation u = velocity in x direction (m/s)
characteristics. It is determined that, in terms of heat transfer eny,,, = maximumu in the pin fin array(m/s)
hancement performance, the SEFs and the N fins not only have a v velocity iny direction(m/s)
lower performance compared to the circular fins, but also they Vg = voltage across the heater stfip)
seem to be the least effective devices among some of the other pin X = pin fin array streamwise spacirig)
fin shapes that have been investigated by previous researcherg, ..
In terms of pressure loss, there is a substantial reduction in case o
of SEF and N fin arrays. The levels for the SEF and the N fin are € = surface emissivity
close to each other, but N fin creates slightly less pressure loss o = Stefan—Boltzmann constant, 5610 8 W/m? K*
inside the wake. The loss levels for the circular fin are 46.5% and ¢ = distance of thermal boundary layer starting point
59.5% higher on average than those of the SEF and N fins, re- from the leading edgém)
spectively. In the case of circular pin fins, the relatively flat dis-
tribution of the average friction coefficient indicates that it iReferences
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A Critical Assessment of Reynolds
Analogy for Turbine Flows

The application of Reynolds analog®St/g=1) for turbine flows is critically evaluated

using experimental data collected in a low-speed wind tunnel. Independent measurements

of St and ¢ over a wide variety of test conditions permit assessments of the variation of

the Reynolds analogy factor (i.2St/G) with Reynolds number, freestream pressure

gradient, surface roughness, and freestream turbulence. While the factor is fairly inde-
J. Bons pendent of R_eynolds _number, it increases with positive (adversg) pressure gradient and

. decreases with negative (favorable) pressure gradient. This variation can be traced di-

rectly to the governing equations for momentum and energy which dictate a more direct
influence of pressure gradient on wall shear than on energy (heat) transfer. Surface
roughness introduces a large pressure drag component to the net skin friction measure-
ment without a corresponding mechanism for a comparable increase in heat transfer.
Accordingly, the Reynolds analogy factor decreases dramatically with surface roughness
(by as much as 50% as roughness elements become more prominent). Freestream turbu-
lence has the opposite effect of increasing heat transfer more than skin friction, thus the
Reynolds analogy factor increases with turbulence level (by up to 35% at a level of 11%
freestream turbulence). Physical mechanisms responsible for the observed variations are
offered in each case. Finally, synergies resulting from the combinations of pressure gra-
dient and freestream turbulence with surface roughness are evaluated. With this added
insight, the Reynolds analogy remains a useful tool for qualitative assessments of complex
turbine flows where both heat load management and aerodynamic efficiency are critical
design parameterd.DOI: 10.1115/1.1861919

Associate Professor
Brigham Young University,
Provo, UT 84602-4201

Introduction/Background 2St 1 (T-T)/(T.—Ty)

The two-dimensional boundary layer equations for steady, in- c_f Pr u/U,, ©)
compressible flow over a flat plate with no streamwise press

gradient and negligible viscous dissipation can be written as Ffom Eq.(5) one can readily deduce that for similar thermal and

hydrodynamic boundary layer profilése., whend=6,, which

o v occurs wherw=« or Pr=1)and constantl.,, T.., T :

oy O @ 2st 1 ©
ce Pr

au  du

U tp —=p— ) Though this exact relation is rarely used to provide precise quan-
X (7y (yyz

titative measures of St froicx (or vice-versajn turbine flows, the

intuition behind it is used or implied routine[2,3]. And despite

JaT a7 2T ample warnings about its limitations, Reynolds analogy is often
= (3) relied on in the design of laboratory experiments for turbine re-

search. Though considerable data and analyses exist suggesting

S . limits to the applicability of this analogy, in many cases its use is
The similarities between Eq2) for streamwise momentum and bp y 9y y

Eq, (3) for fluid temperature naturally lead to the expectation Ozonvenient and seems physically sound. The objective of this pa-
: i | h i fthe R | I f
similarity in the distributions ofu and T in the boundary layer er is to evaluate the appropriateness of the Reynolds analogy for

der th it hus. i h low features that are relevant to high pressit#®) and low pres-
under these conditions. Thus, it was over a century ago that Qe (| p) turbines(external flows only. The specific parameters
borne Reynoldq1] postulated the existence of an analogy be

il sh d heat flux based di ith fully d at are considered include: boundary layer stiinar or tur-
tween wall shear and heat flux based on studies with fully devely oy - Reynolds number, freestream pressure gradient, surface

oped pipe flow and self-similar external boundary layers. In itg, ,yhness " and freestream turbulence. Some combinations of
most basic form, this “Reynolds Analogy” can be stated as foly,ese parameters are also evaluated. By presenting experimental

U—+v—=a—;
X U&y a@yZ

lows: data for all of these parameters from a single comprehensive re-
(Tl dT search study with the same facility, definitive statements about the
19wl _ [x(d1oY)wl _ k19T (4) appropriate use of this analogy for complex turbine flows can be
Tw  u(ou/dy),  w|du made.

w

where |dT/du|,, is the ratio between the thermal and hydrodyDescription of Experimental Facility
namic boundary layer slopes near the wall. When rewritten in

terms of dimensionless convective heat transfer coeffi¢gren- ~ YVind Tunnel Facility. ~ The research facility used for the ex-
ton numberjand skin friction €;) coefficient, this relation takes PErments is described in detail in Ré#] and only a brief sum-
the familiar form mary will be given here. The open loop wind tunnel located at

Wright-Patterson AFB uses a centrifugal blower to provide a

Contributed by the Heat Transfer Division of ASME for publication in toeg- nominal mass flow of 1.2 kg/s to the test seCt((F"g' 1)' Two

NAL OF HEAT TRANSFER Manuscript received March 5, 2004; revised manuscripflifferent mass flow settings were studied for this report, yielding
received September 28, 2004. Review conducted by: S. Acharya. approximately Rg=500,000 and 900,000 at the test section. A
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der to respect proprietary concerns of the manufacturers, strict
Jet Injection g’;g:f source anonymity has been maintained for all data in this publi-
Turtuilerce Gereators cation.

Extensive two-dimensional2D) and three-dimensional3D)
surface measurements were made on the assembled hardware us-

Rough Plate

f;‘;’;ym ing a Taylor-Hobson Form Talysurf series 2 contact stylus mea-
Blover surement system. The complete results are reported in [Refg.
Of the surfaces available, six different configurations were se-
|@ lected for this study. These include one pitted surface, two coated/
N spalled surfaces, one fuel deposit surface, and two erosion/deposit

surfaces. The surfaces were scaled to match the roughness height
to boundary layer momentum thickness ratios typical of other tur-
bine studies (0.5&/6<3, where#=2.2 mm for the zero pressure
gradient flow) [,8]. Roughness classifications spanned the range
from transitionally rough (5k*<70) to fully rough *>70).

The scaled models were fabricated into 280 nfstreamwise)

heat exchanger was used to vary the flow temperature from 184 ] « . . )
54°C for heat transfer measurements. The flow from the blowgﬁss?n?rggmgis t>r(?a3nlg)plgsr3£n p(rtihnltcekr%t panels using a Strata

e o T aer. 22T Th roughness panes sre precede by 104 m of smooh Plx:
lence level at the measurement location is 1%. This backgrou {gs wall (of comparable thermal properties to the plastic panels

level of turbulence can be augmented up to 5% throuah the use ordingly, the flow experiences a transition from a smooth to
a passive turbulence- energtin rid por 11% witr? a ietsii r8ugh wall condition at the leading edge of the roughness panels.
P 9 99 J Yhis experimental setup departs from traditional roughness ex-

crossflow turbulence generator. At 1.22 m from the plenum exit & riments in which the entire development length of the boundary

knife-edge boundary layer bleed with suction removes the bottcf . .
. . er is roughened. Previous work by other researdiéet®]sug-
1.27 cm of the growing boundary layer, making the aspect raf| ests that St recovers its rough wall value within 3—4 boundary

(span/heightpf the final wind tunnel section approximately 1'7Ig yer thicknesses. To mitigate the effect of this transition region,

(with no pressure gradient). The top wall of this final section Wat e heat transfer data were taken on the downstream half of the

B e e o S ert 1 foughness Sectiobeyond the expecid adusiment lengThe
: ' Y), ' c; measurement, however, was made using a bulk methed

U(x) profiles(Fig. 2) have nearly identical boundary layer edge . .
vé(oczitirzes(and(th%s <):onstant %35001000) at the m)éasﬁremegrjltdescnbed laterand represents an average value over the entire

: _ . roughness panel set. To reduce the influence of the initial over-
location (centered ak=1.18 m). Acceleration paramete(i) at ) o
the measurement location for the three pressure gradients shoot, the first 20 mm of roughness was scaled to transition lin

@atly from the smooth Il to the full roughness heigh
e s -~ i y upstream wall to the full roughness height.
4.73x10°°, 3'52X10. . and 2'25X1.0 for favor_abl_e: ZE10, Nonetheless, the effect could not be altogether eliminated and its
and adverse, respectwt_ely. More details abqut the individual Pr&8fluence on the measured valueogfwas not assessed. That said,
sulr:e grterlldlent test ContdItIO_I’tlﬁ canfbe foundr:n FR8f. this study el turbine roughness measurements reported by Bons [é]al.

or the experiments with surtace rougnhness, this study e,y Taylor[11] show rapid spatial variations in surface character.
A this experimental configuration may actually be more repre-

nearly 100 land-based turbine components assembled from fgemaltt;]\;eIg;g;ﬁgreefgégrl;}rlﬁé)litquen;urface than constant roughness

manufacturers: General Electric, Solar Turbines, Siemens-
Westinghouse, and Honeywell Corporation. The components werec; Measurement. The present work uses a hanging element
selected by each manufacturer to be representative of surface dwlance to obtain the skin friction measurement. This apparatus is
ditions generally found in the gas turbine inventory. Chord dimemlescribed in detail in Ref4]. Essentially, the balance consists of
sions on the assembled blades and vanes ranged from 2 to 20acfree-floating test section suspended from an apparatus atop the
and included samples with thermal barrier coatiitBC). In or-  tunnel using thin Nichrome wires. The wires are positioned out-
side the wind tunnel and are affixed to the four corners of a metal
support plate upon which the plastic test panels are mounted. The
test panels are positioned flush with the bottom of the wind tunnel.
20 When air is flowing in the tunnel, the plate moves downstream

IR C: . . . .
oo under the applied shear force. This motion was a maximum of

I / approximately 2.5 mm for the highest drag case tested. For such
small plate translations, the restoring force of the suspended ap-
=" paratus is approximately linear with streamwise plate deflection.
Using a string-pulley calibrator with factional gram weights, this
restoring force was calibrated over the full range of deflections
-o-FPG observed in practice. The plate deflection was measured using a
=-ZPG Capacitec model No. 4100-S capacitance meter mounted to the
& APG side of the test plate, outside the tunnel walls. The wire-pulley
calibration is remarkably linear and repeatable with least squares
[Measurement| correlation coefficients of 0.9999 and repeatable slopes within

|Location +1.5%.
§| The test plate is suspended with a 0.5 mm gap at the leading
edge and a trailing edge gap which is set to 0.5 mm greater than
the maximum expected excursion. These gaps allow unrestrained

motion of the plate under the applied shear force. The gaps also
permit differential pressure forces to affect the net displacement of

Fig. 1 Schematic of flat plate wind tunnel at AFRL

o

g

@

Freestream Velocity, Ue [m/s]

IS

0 0.4 0.8 1.2 16 2
Streamwise Distance, x [m]

Fig. 2 Freestream velocity distribution for three pressure the test plate. To mitigate these pressure forces, the leading edge
gradients in AFRL wind tunnel gap was covered with a 0.05-mm-thick stainless steel sheet with 7
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mm overlap with the roughness panels. The initial 10 mm of eagiiocedure, base line St valuésmooth plate with zero pressure
panel was smooth to accommodate this overlap without interfegradient and low freestream turbuleheeere found to be within
ence. Despite this precaution, differential pressures still contriB% of a correlation from Mill§Eq. (11)] [12]. Repeatability was
uted to the net plate motion. To calculate this component of thgthin =5% and bias uncertainty was estimated-#1.00015 for
force, three pressure taps were installed at midplate thicknesstba base line measurement of,$0.00215 at (Rg=900,000).

the adjoining stationary plexiglass pieces, both upstream abde to this transient method of St measurement, the thermal and
downstream of the suspended aluminum support plate with tielocity boundary layers in the tunnel begin simultaneously at
roughness panels. The three pressure taps were ganged togetherQo(without an unheated starting lengthAlso, the thermal
produce mean pressures for both the leading and trailing edgebetindary condition at the wall is neither constant wall tempera-
the free-floating test section. A Druck LPM-5481 low pressurtire nor constant wall heat flux, since the heat transfer measure-
transducer was used to monitor this differential pressure and deent is transient.

duct it from the total displacemeitforce) measured by the Ca-
pacitec meter. With these precautionary measures, basehad ¢
ues(smooth plate with zero pressure gradient and low freestre
turbulence)were found to be within 5% of a correlation from
Mills [Eqg. (10)] [12]. Repeatability was within=2% and bias
uncertainty was estimated at0.0002 for the base line measure
ment of c;,=0.0035 at Rg=900,000.

Reynolds Analogy Factor Uncertainty. Combining the
uoted uncertainties foc; and St yields an uncertainty in the
ynolds analogy factor (284) of =9% for the base line
smooth, zero pressure gradient case with low freestream turbu-
lence (RA). Due to the larger bias errors associated with the
‘nonzero pressure gradient tests, the uncertainty in Reynolds anal-
. . . ogy factor can reach as high as 13% for the favorable and adverse
W'.th the top wall adJu_sted for a negativéavorable)pressure .pressure gradient cases. %ince the majority of this is due to bias

gradient, the pressure in the wind tunnel exceeds the amb|§rr) or associated with theg measurement, the relative uncertainty

pressure surrounding the facility. In this case there was a N98-eliminated by normalizing the data by the base line valug;.RA
negligible flow out of the downstream gap during themeasure- Tyq s the data format used in the majority of what follows.
ment. This created a slightly lower pressure at the downstream

sides of the test plate compared to the pressures measured arF%EEults and Discussion

three center pressure tap locations. A small bias offset was re-

quired to correct for this nonuniformity in the pressure force cal- The change in the Reynolds analogy factor as the boundary
culation. Measurement accuracy suffered according|y(andn- Iayer transitions from laminar to turbulent with increasing Rey-
certainty worsened ta=12% for some of the rough test panelsholds number is presented first. This is followed by assessments
The positive(adverse)pressure gradient tests experienced simila¥ith pressure gradient, surface roughness, and freestream turbu-
complications due to flow leakagaow into the tunnel from the lence. Following this, data are presented for the combined effects
higher ambient pressurand measurement uncertainty is similaPf pressure gradient with roughness and freestream turbulence
for these test cases. Fortunately, the heat transfer measuremehitig roughness.

made without the hanging balance, so there are no gaps in th

tunnel and repeatability was within5% Effect of Boundary Layer State and Reynolds Number.

Though boundary layers in turbines are often considered to be
St Measurement. For the heat transfer measurements, a FLIRirbulent due to high levels of freestream turbulence and the high
Thermacam SC 3000 infraredR) camera system is mountedReynolds number flow, strong accelerations near the leading edge
over a hole in the Plexiglas ceiling of the tunnel. The camera setapa HP airfoil can delay transition for up to 30% of the suction
and data reduction procedure are documented in Réf.The surface length{14]. In the LPT, this laminar flow regime can
optical port is sealed to the camera lens using a cylindrical hougxtend even further down the suction surface when chord Rey-
ing. This prevents air from exiting or entering through this portolds numbers drop below 100,0006]. Pressure surface bound-
during tests with variable pressure gradient. For this study, tlagy layers are more susceptible to early transition due to the Go-
focal distance of the camera was kept constant regardless of éfiler flow instability. Thus the variation of Reynolds analogy
height of the adjustable tunnel ceiling. The camera field of view factor with boundary layer state is relevant to turbine flows.
roughly 70X90 mm, centered at=1.2 m. The surface tempera- Blasius’[16] solution of the flat plate boundary layer equations
tures recorded by the camera were area-averaged to obtain firdaminar flow[Eqgs.(1) and(2)] yields an analytical expression
surface temperature history required by the St calculation algier ¢¢; while Polhausen’$17] subsequent analysis including the
rithm. The Stanton number was determined from this surface tegnergy equatiofEq. (3), with the constanf,, boundary condi-
perature history using the method of Schultz and J§h&% This tion] yields a corresponding expression for (8alid for a wide
transient technique uses Duhamel’s superposition method to galnge of Pr):
culate the surface heat flux given the surface temperature history.

It assumes the panels are a semi-infinite solid at constant tempera- c :0-664 @
ture at the start of the transient. To accomplish this, the plastic f Re}’z

panels were mounted on a 12-mm-thick acrylic sheet rather than

an aluminum plate for this measurement. This acrylic has approxi- 0.332

mately the same thermophysical properties as the plastic panels to St:’z—rz’?’ (8)
avoid thermal wave reflections at the contact surface. A thermo- Ré P

couple sandwiched between the panels and the plexiglass sh&@en combined to form the Reynolds analogy for flat plate lami-
indicated a slight rise in temperature after approximately 30 s fagr flow, there follows what is variously referred to as the “modi-
the typical test case. Thermocouples mounted to the undersidéigfi” Reynolds analogy, Chilton—Colburn, or just Colburn relation
the plexiglass support sheet showed no significant change witljirg, 197
the total test time of approximately 90 s. This confirmed the use of
the semi-infinite conduction assumption in the data processing. 28t 1

Prior to testing, the entire test section was maintained at room c_f - J/g ©)
temperature for several hours. Using the flow heat exchanger, hot
air flow was then initiated instantaneously while monitoring the The dependence of this relation on pressure gradient can be
freestream velocity and temperature above the measurement eitgluated using the Falkner—Skan analytical solutions, coupled
as well as the average surface temperafwith the IR camera  With the energy equation for constant wall temperataseshown
The spatially averaged heat transfer coefficigntat each time by White [20]). These solutions are valid for similar boundary
step was then calculated using the expression in[R&fWith this  layers with a power-laviJ (x) distribution(e.g.,U.=k;x™). Fig-
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Fig. 4 Variation in Reynolds analogy factor with Reynolds

Fig. 3 Variation in Reynolds analogy factor with pressure gra- number for laminar and turbulent boundary layers (Pr=0.71)

dient for laminar boundary layer  (Pr=0.71)

ure 3 shows the variation of the Reynolds analogy factor with the _ 0.5¢;

Falkner—Skan pressure gradient paramefss, for Pr=0.71 Pr.+ 0.5¢[5Pr+5 In(5Pr+ 1) — 14Px]
(Note: the exponenn= Brs/(2 — Brs), thus—0.1988<Brs<0 is
for adverse pressure gradients and 8-s<1 is for favorable
pressure gradientsThe considerable variation of 28t/shown in
Fig. 3 results from the fact that St is much less sensitive
changes in pressure gradient then For example, a®rs ap-
proaches—0.1988, which is the smalle@gs value for which a
stable (attached)boundary layer solution is possible, the wal
shear falls to zerp(du/dy),,=0]. At the same time, St is still at
a healthy 70% of its zero pressure gradie@t{=0) value. Be-
cause of this disparity, 28/ is unbounded a@rg approaches

11

Lines are shown for two values of P10.85 (as recommended by
Kader and Yagloni21] for flat plate turbulent boundary layers

d 0.9(the value used in Ref5]). The Reynolds analogy factor

ecreases with increasing,Rince one is essentially the recipro-

cal of the other for turbulent boundary layers with no pressure
gradient.

Figure 4 also shows the base line experimental data, which
appear to correspond to the lower, Ralue of 0.85. Before and
after transition, the Reynolds analogy factor is relatively indepen-

—0.1988. This is because stagnant near wall fluid still conduci§nt of Reynolds number since, for the case of a smooth wall with
heat, even when the momentum exchange in the boundary Iaye'??sp.ressure gradient and low fre_es_tream turbulence, the hydrody-
completely halted. In like fashion, a separation bubble on a tJiémic and themk:"’.‘l profiles are S|m|II€ior Pr=1)and both St and
bine blade will experience net heat transfer though the mean wai|d€crease with increasing Reynolds number.

shear is negllglble A similar trend is evident for accelerated flow Effect of Streamwise Pressure Gradient. Unlike laminar
(e.9., Brs=0.3), where thec; increase from its8:s=0 value is  poundary layers, it is expected that turbulent boundary layers will
nearly 80% compared to only a 20% increase for St. Thusc2 St/experience similar variations @f and St with pressure gradient.
drops from 1.25 aiBrs=0 to 0.83 atprs=0.3 in Fig. 3. The Tyrbulent mixing is the primary mechanism for energy and mo-
explanation for this strong; dependency on pressure gradient ignentum transfer and convection replaces conduction as the domi-
straightforward. Laminar flow is characterized by ordered “laminant heat transfer process. This intuition is summarized by Incrop-
nae” (Latin for “thin sheets”) of fluid in the boundary layer. Thus, gra and DeWit{22] with the statement that’ ‘. . [compared to
laminar heat transfer occurs primarily via conduction regardless @minar flow]turbulent flow is less sensitive to the effect of pres-
the pressure gradie(though there is a small nonzero wall-normakyre gradient anfEq. (9)] remains approximately valid.” To ex-
velocity component which does convect some energgminar piore this effect analytically, S¢23] extended the equilibrium
skin friction, on the other hand, is directly proportional to thgurbulent boundary layer analysis of Mellor and Gib$d4]to the
velocity gradient at the wall, which is determined from a balang@ermal boundary layer. He thus obtained an expected trend for

pressure gradient. ) . sis, the pressure gradient is characterized using Clauser’s equilib-
Though the precise Reynolds number at which transition torgym parameter

turbulent boundary layer takes place is dependent on many fac-

tors, when it occurs transition typically results in a factor of 2—4 _otdpe 257 dU. ER K 12
increase(depending on Rein both ¢; and St due to the height- L7y dx ¢ Ug dx o Eox (12)
ened mixing of momentum and energy. The increase;iris
slightly greater than that for St, so that the zero-pressure gradi

MereK is the acceleration parameter

value of the Reynolds analogy factor is generally taken to be du. 1
slightly less than the laminar flat plate value of 1(&5 air with K=p—2° —
Pr=0.71). The exact value depends on the assumed value for the dx Ug

turbulent Prandtl number, Prwhich represents the ratio of eddy g P
viscosity and eddy thermal diffusivity; / «; . Figure 4 shows the é The predictions of So for two values ofRre plotted in Fig. 5

. .2 normalized by R4). In this figure and all succeeding plots, the
Re_ynolds analogy factqr obtained by combining turbulent corr leynolds analogy factor is normalized by its value for a smooth
lations forc; and St[12]:

wall, zero-pressure gradient turbulent boundary layer with no
freestream turbulencdi.e., B =0). The experimental data

0.026 shown in Fig. 5(and all the plots to follow are for Rg
=7 (10) =900,000 and use a turbulent boundary layer base line value of
Re} RA,= 1.20 for the normalizatiorfNote: Thec; data with nonzero
Journal of Heat Transfer MAY 2005, Vol. 127 | 475
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‘\ 1.6 distance while the velocity profiles exhibited a large shift of mo-
N mentum down to the wall. Thus, though the effect of pressure
T~ 14 gradient on the Reynolds analogy factor for turbulent boundary
= \ 12 layers is not as dramatic as for laminar boundary layEig. 5),
X =-§,\\ contrary to the statement quoted earlier from R2g], it is still
X 1 significant.
—— S0 [23] Analysis (Prt = 0.7) \ s Figure 5 depicts the variation of RA/RAwith B¢, , a param-
H --- So [23] Analysis (Prt = 1.0) ™ ~ 0.8 E eter which is not readily available to turbine designers. To provide
—=—Curve fit to So's Analysis [Eqn. 13] i a sample range g8, values for turbine flows, two recent studies

|| —Falkner-Skan Laminar Solution 06 were consulted. Dorney et al[27]two-stage LPT unsteady cal-
X_Experimental Data 0.4 culations of an experimental configuration reported by Halstead
Favorabib Pressure et al.[14] shows aBc, variation from—0.35 to 0.14 on the LP
Adverse-Pressurg-Gradient G%},,em 0.2 nozzle suction surface. A second study by Sharma €248l for
' two HP nozzle configuration@ft-loaded and squared-pffeports
i 0 suction surfaceB¢ ranges from—1.1 to 0.65 for the aft-loaded
08 06 04 0.2 0 02 04 vane and from-0.04 to 1.0 for the squared-off vane. While these
Clauser’s equilibrium parameter, fo. = ~2KR ea./c: BeL values are only estimates pieced together from the assorted

Fig. 5 Variation in normalized Reynolds analogy factor with gxperimental and computational data provided in these two stud-
pressure gradient for turbulent and laminar boundary layers 1es, _they_ dq suggest that turbulent boundary Iaye_rs on modern
(Pr=0.71). Data for Re ,=900,000. turbine airfoils could see Reynolds analogy fluctuations by a fac-
tor of 2 from the most aggressive favorable pressure gradient to
the most severe adverse pressure gradient. If the flow acceleration
is too pronounced, it is possible for near-wall turbulent fluctua-
pressure gradient were actually taken at a slightly lowertRan tions to be attenuated and boundary layer relaminarization can
the corresponding St dat®00,000 vs 900,000 but given the occur(such as following a suction surface separation bufizgd).
weak Reynolds number dependencycef this was not consid- Such a phenomenon would result in a dramatic reduction in St as
ered to be significant.The So analysis is only strictly valid for convection gives way to the more benign conduction heat transfer.
equilibrium turbulent boundary layers with constant wall temperd-he corresponding drop in skin friction would be more modest,
ture. As discussed in Reff5], the thermal boundary condition for thus the Reynolds analogy factor would drop appreciably in such
this transient heat transfer experiment varies from roughly coa-relaminarization zone.
stantT,, for adverse pressure gradient to a power Byx) for One final note is in order regarding these findings with a turbu-
favorable pressure gradient. This coupled with the fact that thent boundary layer and pressure gradient. Some researchers have
experimental boundary layers are not classical “equilibrium” turreported precisely the opposite trend in St with pressure gradient.
bulent boundary layers may explain the deviation from So’s pré&or example, Moretti and Kayg30] report a decrease in St as
diction, though the predictions do fall within the uncertaintyfreestream acceleration is increased for their low-speed wind tun-
bounds of the experimental data. It is important to note here thal data/as opposed to the increase in St with favorable pressure
Clauser’s equilibrium parameter is defined so tBagt<<O is for a gradient(FPG)reported here]. This discrepancy can be explained
negative(favorable)pressure gradient whilgc >0 is for a posi- by reviewing differences between the two experimental configu-
tive (adversepressure gradient. This is, unfortunately, opposite tiations. Moretti and Kays’' St comparison is made at the same
the sign convention used for the Falkner—Skan pressure gradisimtamwise(x) position and for the same tunnel inlet=0) ve-
parameterfes (Fig. 3). Accordingly, Fig. 5 plotgc, from +0.8 locity in each case. Thus, their favorable pressure gradient case
to —0.4 (adverse to favorable, similar to Fig).3The Falkner— has aU, at the measurement location nearly four times that of
Skan laminar boundary layer curve is also plotted veggisfor  their zero pressure gradient case. Since St@rare normalized
comparisonnormalized by R4=1.25 for laminar flow). A poly- by U,, this is accounted for in their plots, except for the fact that
nomial approximate curve fit to the two So analytical curves ihe Re values siill differ by the same factor of 4. Also, their
indicated in Fig. 5 for use later in this repofhote: as indicated unheated starting length produces a thermal boundary layer thick-
previously, the value of Rfvaries inversely with Rr] ness that is much smaller than the velocity boundary layer, hence
RA the damping of near-wall turbulent velocity fluctuations that oc-
_ 1+0-462@9CL_0-503$éL+ 0_32439?(’:L (13) curs under an accelerating freestream has a more pronounced ef-
RA fect on heat transfer than &= 6, . This is because the bulk of the

Both data and prediction show a greater effect of pressure giermal boundary layer is located in the region of highest turbu-
dient onc; than on St(though certainly not as pronounced as ident mixing. Thus it is important to bear in mind the experimental
the laminar case). For example, wh@g, decreases from 0 to conditions when considering the application of experimental find-
—0.2 (favorable pressure gradiénthe experimentat; measure- ings. The present facility compares data at a constaptcBedi-
ment increases from 0.0035 to 0.004(38%) while St increases tion but with different tunnel inlet velocities. Also, there is no
from 0.00215 to 0.00248only 16%). Similarly, for the adverse unheated starting length, since a turbine blade has none. Thus the
pressure gradient data point, the reductionis 14% compared thermal and hydrodynamic boundary layer thicknesses are com-
to 7% for St. This finding has been noted by others, dating backparable ¢=45;) and the boundary layer dimensions at the mea-
the late 1960’s nozzle flow experiments of Back ef{a5,26]. In surement location vary considerably with pressure gradié®f
two different cases, the 28¥ factor dropped from 1.25 at zero 27, and 12 mm for adverse, zero, and favorable pressure gradient,
pressure gradient to approximately 0.7 in the accelerated zongespectively). An alternativeand perhaps more academically cor-
the nozzle(i.e., RA/RA,=0.56). Back et al.’s acceleration param+ect) test procedure would be to compare the three pressure gra-
eters(K) were 2—4 times higher than for the present study, exient flows with matched Re(for ¢;) and Req (for St) at the
plaining the more significant drop in RA/RAwith acceleration. measurement location. This would provide an unambiguous com-
Boundary layer temperature and velocity measurements indicaggtison of pressure gradient effects sifcand A are integrated
that the thermal resistance of the turbulent boundary légrer measures of momentum and enetgyspectivelywhich account
enthalpy thicknessA) was much less responsive to acceleratiofor all upstream effects. To do this would require a much more
than the momentum thicknes#). Indeed, temperature profileselaborate test facility and it was not attempted here. That said, the
taken in their converging nozzle varied only slightly with axiamomentum thickness values for the three pressure gradients were:
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4.7, 2.2, and 1 mm for adverse, zero, and favorable pressure ¢ 8
dient respectivelyyielding Re, values from 3500 to 750 The ] __ /"~ NI
enthalpy thickness was not measured due to the transient natur
the heat transfer measurement.

Surface Roughness Correlations. Historically, turbine 3%
roughness has been characterized by relating it to the unifo§ 10
sandgrain sizek) that would produce an “equivalent” increase®
in c;. Schlichting[31] introduced this concept of “equivalent
sandgrain roughness” by comparing skin friction data for a nung ®1
ber of different roughness elemerfisith various shapes, sizes,# ,|
and spacings}o sandgrain-roughened pipe flow data from Ni
kuradse[32]. Schlichting tabulate#;/k ratios for these various
elements, which have subsequently seen wide application for o* o ;
half a century.(Note: Schlichting’sks analysis has since been ° » o & 8 100 120
updated by the careful evaluation of Coleman ef38].) With Streamwise Direction {mm)

_thesekslk tables_, en_gineers can empirically estimate the increaﬁfa 6 Sample 2D traces from each of the six scaled rough-
in ¢ and St[which is commonly based oo; andks, see EQ. ness surfaces. Surfaces are ordered top to bottom as listed in
(11)] from a readily measured quantity, the average roughnessTable 1. Vertical scale is magnified and traces are offset verti-
element height. cally for clarity. For reference, the tunnel boundary layer thick-

Numerous researchers have attempted to replace the cumbess for zero pressure gradientis =27 mm.
some use of such tables with broader roughness correlations. As a
more recent example, Sigal and Danbf3d] correlated thek,/k
data from Schlichtingand others}o a roughness element shape- ) ) o )
density parameten . This parameter was developed for uniforn Wide variety of roughness sizes, shapes, and distributions. Since
arrays of two- and three-dimensional roughness elements mounfiégpine roughness is highly nonuniform and random, some adap-
to a flat surface of are@. It is essentially the product of two aregation is required to use the /k=f(A) correlation of Sigal and

8

2

ratios: Danberg[Eq. (15)]. Instead of identifying individual roughness
elements, a three-dimensional surface topograpigp) must be
_ S|[A;"t° analyzed point-by-point to determine the windward projected and
AS_§ As (14)  \etted areas of each “cell” of the overall roughness m@pcell

is defined as the surface area bounded by four contiguous surface

“ §”is the surface area without roughness elements wil¢ “ height point measurements in a rectilinear grid or maphus,
is the forward(windward) facing projected area of all roughnesseferring to Eq.(14), S becomes the planform area of the surface
elements. Thus§/S; is inversely proportional to the density of map (with surface curvature removeevhile S is equivalent to
roughness elements on the surfacé;™is the windward pro- the summation of the windward projected area of each &ells
jected surface area of a single roughness element wiilg 5 the average windward projected area of all cells, whilgs the
the windward wetted surface area of the element. TBy$A; average windward wetted area of all cells. Equati@d) thus
represents the individual roughness element shape. For examplgegomes Eq(16)
hemisphere mounted to a flat surface hashahA,=0.5 while a
flat, vertical tab oriented perpendicular to the flow direction has an iz A
A¢/A=1. Using A, Sigal and Danberg correlated a variety of SA. [ N f.cel
existingks/k data for three-dimensional roughness elements using As= S A
a single expression fcell

-16

1 (16)
N E As,cell

=—-1.31logAg)+2.15(valid for Ag>15) (15) This Ag quantity was calculated for the six scaled roughness
models in Fig. 6 and the results were presented in Réf.Then,
&sing experimental cmeasurements reported in that study, the
quivalent sandgrain roughness,, for each model was deter-
mined using Schlichting’s correlatid@8] for fully rough surfaces

log|

[o]¢] ?

A large value ofA 4 represents a surface with sparse, gradual
sloped roughness elements while a small valueAgfsignifies

densely packed, abrupt elements. Belay~ 15 the elements are

too dense to exert their full negative effect opnand a different c;=[2.87+1.58 logx/ks)] 2° a7

correlation with positive slope is more appropriate.

Before turbine components have seen service, their surfaces GfRA!1Y: tgebrou%hnes? heigtk, for ?a(;]h roughness mocli(el Wa?|
well characterized using tabulated correlations derived from urg-syn;ags.ﬁ ased on the avke]réage or the maX|fmhum3gga ;é)(')va ey
form roughness elements. For non-TBC-coated turbine surfac %19 td herenceled) Iln e_?ﬁ hmm square of the 360 4
Forster[35] usedk,/Ra~2 based otk/Ra~5 andk./k~0.4 for MM roughness models. These three measuremeéntsk;, an
machine-ground surfaces. Likewise, Bammert and Sandg8&de k) allowed a formal comparison to the correlation of Sigal and
presented an identicd;/Ra expression for typical milled sur- PanberglEq. (15)1. The result for these six turbine roughness
faces. Koch and Smith37] estimated a value ok./Ra~6 for models yielded a slightly different equation than that presented in

emery paper of various grit sizes; a surface representation tﬁﬁf' [34]:
might be used to approximate a TBC-coated turbine surface after s
polishing and before service. Iog( ?) =-0.431logdA4)+0.82 (18)
Unfortunately, as a result of service use, turbine surfaces
quickly become much more varied than these simple, uniforiihis relation was proposed as a correlation for characterizing the
representations. Thus, surface measurements taken from servitedl” turbine roughness models used in this study, as compared
turbine components display characterizations that differ signifie the “simulated” roughness arrays on which E#5) was based.
cantly from a flat surface with an ordered array of uniform rough- Unfortunately, turbine operators and maintenance personnel do
ness elemen{$,11]. For example, Fig. 6 shows representative 2Bot typically have access to three-dimensional surface-mapping
traces from the six roughness panels used in this stidbe: equipment, or if they do, the instruments are too unwieldy to
vertical scale is magnified for clarityEach trace is composed of make measurements while the turbine is assembled. Instead, two-
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roughness models. This required careful consideration of the value
E of k, the average roughness height. For 8@), k was estimated
P/ based on the average of the maximum peak-to-valley height dif-
N ference Rz) in each 20 mm square of the 3D surface map. Since
/ the use ofa; is intended to eliminate the need for 3D surface
roughness measurements, a 2D measure fisralso necessary.
// Bogard et al[7] estimated the average roughness hejghbased
o on the five largest peak-to-valley distances in 8 mm long 2D tur-
/ bine surface traces. This is equivalent to 1 peak per 2.5 mm, a
=] . . :
O Experimental Datal_ distance equal to 30 times the estimated boundary layer momen-
— Equation 20 tum thickness for their turbine blade application. For this study,
o the 2D estimate fok was based on the seven largest peak-to-
valley distances in the 280 mm streamwise distance, or 1 peak per
o 2 4 6 8 10 42 40 mm. This is equivalent to roughly 20 momentum thicknesses
Mean forward-facing surface angle [degrees] for the zero pressure gradient case. Table 1 contains this 2D esti-
mate for the average roughness heightas well asx; and other
Fig. 7 ks/k versus a;from 2D surface assessments of the six relevant roughness statistics from Rfef].
scaled roughness surfaces. Inset schematic shows 2D surface Figure 7 shows th&g/k versusa; data based on 2D roughness
height representation for Eq.  (19). assessments only. A polynomial curve fit to the data is offered
below (correlation coefficientR?>= 0.93):

\

0.0

dimensional surface roughness measurements are routinely made s —
with a contact stylus device during inspections and refurbishment. K =0.019]E$+0.073an5fﬂ (20)
Thus, it would be more useful to have two-dimensional represen-
tations of A andk for theks/k correlation. Accordingly, a single This relation is denoted by the symbig] in the remainder of this
streamwise surface trace can be evaluated to provide 2D apprdgiort. It is a dimensionless roughness shape function. The author
mations forAcey, At cen, aNdAg cei- As an illustration, the surface prefers this roughness correlation to the one from REfbased
height distributionh(x), schematic shown in the upper left corneion A [Eq. (18)] sinceay is easier to calculate in practice. Also,
of the plot in Fig. 7 shows that for a generic 2D surface trace, ttiee correlation froma; to ks/k has the physically realistic result
Al At ce Tatio can be approximated by a ratio of the streamwigbat in the limit of a smooth surfacex(=0), ky=0. As such, the
d|stancedx,, to the step height differencAh;. Likewise the Reynolds analogy data in this report is presented as a function of
At el As cen Fatio is approximated byah; /1; . In th|s manner, Eq. kf, (which, from Eq.(20), is equivalent tds ) normalized by the
(16) can be re-evaluated for a 2D streamwise surface trace l@,@a| boundary layer momentum thickness without roughnéss,
summing over all surface elements with; >0 (windward facing (2.2 mm for the zero pressure gradient baseline)cas$mugh the
elements only) broader application of Eq(20) to roughness characterizations
_ other than those evaluated in this study has not been assessed,
:2 dx; (EAhi> (19) normalizing the roughness height IByprovides a relative rough-
S SAh\ =, ness measure that has been used by others to compare results at
To obtain an accurate roughness characterization, this 2D mggf_erent Reynolds numbers, pressure gradients, ¢%].
surement must be made multiple times in the region of interest forEffect of Surface Roughness. Numerous studies have docu-
the turbine component being inspected. This quantity was calanented the degradation of smooth turbine airfoil surfaces with
lated for the six roughness models used in this study and tservice usd6,7,11,40]. Though surface roughness has many dif-
results differed from their 3D counterpdite., Eq.(16)] by only ferent causege.g., erosion, deposition, spallation, tthe net
6% on average. Revisiting the 2D schematic in Fig. 7, it is appatesult is increased convective heat transfer and increased skin fric-
ent that both length ratios in Eq19) can be represented as aion. The latter increase is by far the more significant of the two.
function of the forward-facing surface angley; (dx /Ah; The individualc; and St measurements for the scaled roughness
=1/tang; and Ah;/lI;=sin«;). Representing both trigonometricsurfaces in this study have been reported previo(#ly St in-
functions by their small angle approximation, thg; contribu- creasegat constant R¢ were 10—45% while; increases were as
tion from each “i” surface step is then proportional @ 2®.  much as four times this amount. Figure 8 shows the variation of
Thus, the three-dimensional shape-density parameter of Sigal &&/RA, with kf,/# for the six panels in Table 1. The largest
Danberg[34] and the average forward-facing surface angig) ( reduction in RA/RA (roughly 50%)represents a 43% increase in
obtained from a series of 2D roughness measurements are rel@edccompanied by a 200% increasesjn The physical explana-
geometrically. Thus, it is expected thiag/k should correlate as tion for this is that increases ity due to roughness are primarily
well with a; as it does withA 5. Interestingly, the rms deviation of due to pressuréor form) drag on the individual roughness ele-
surface anglesg,,s, was proposed by Acharya et §89] as an ments. There is no heat transfer analog to this form drag compo-
essential parameter for characterizing randoeal) roughness.  nent ofc; augmentation. In fact, nearly half of the observed in-
As was done with\ 5 in Ref. [4], this roughness shape paramereases in St can be explained by the increase in wetted surface
eter, oy, was correlated to th&g/k measurements for the sixarea compared to the smooth baseline surf&g/$). The re-

Table 1 Surface statistics for scaled roughness models

Type Ra |kfrom| Rt Oms | SwS | & |K'=Rex| kfa
[mm] 2D [mm] | [deg] [deg] [mm]
| [mm]
Pitted 0.12 0627 2.08 | 723 [1.016 28] 20 0.22
TBC debond 0.30 1.082] 2.01 | 548 | 1.009 22] 15 0.27
TBC spalled 084 | 2561 643 | 164 | 1.08 64| 135 3.23
Fuel deposits 1.17 4041 73 20.6 | 1.224 84| 322 7.86
Erosion/deposits | 0.46 2240 405 [ 241 [1.197[ 103] 330 6.18
Erosion/deposits | 0.52 2678 423 | 253 [ 1.198 | 109 481 8.23
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Fig. 8 Variation in normalized Reynolds analogy factor with 0
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Fig. 9 Variation in normalized Reynolds analogy factor with

. . . L freestream turbulence (Tu). Data for Re ,=900,000.
mainder of the St rise can be attributed to enhanced mixing due to (Tu) x

the unsteady shedding of turbulent eddies from individual rough-
ness elements.

Also indicated in Fig. 8 is an exponential curve fit to the ex-
perimental data that is used later in this report freestream turbulence to St ovey is evident. For example, the
present data point at 11% turbulence represents a 50% rise in St
but only a 16% increase io; .

Since there is no form drag component, freestream turbulence
does not overwhelmingly favoe; (as was the case for surface

Belnap et al[3] also reported Reynolds analogy factor variaroughness). Elevated freestream turbulence results in fuller ther-
tion with roughness for fully developed turbulent channel flownal and velocity boundary layer profiles, which means increased
with roughened walls. In their study, RA/RAdropped by 10— opportunities for mixing down in the viscous sublayer. As the
15% for surface roughness (Re) levels in the range from 10 to freestream turbulence level increases, the spatial extent of cross-
30. This is comparable to the decrease shown in Fig. 8 for the filiundary layer mixing increases as well. Eventually, large
two roughness panels, which have similar levelk 620 and 15, freestream motiong§‘outer” turbulence) overwhelm the smaller-
respectively, see Table 1). Incidentally, the smooth walpR&lue scale turbulent motiong'inner” turbulence) that are responsible
for the Belnap et al. study is approximately 0.95. Due to the fder shear stress production. Thole and Bogg#8] hypothesized
vorable pressure gradient inherent in a fully developed chanribht these larger structures are not as active at producing shear
flow, the Reynolds analogy is lower than the turbulent, zero prestress since they are characterized by large streamwise fluctua-
sure gradient value of R&=1.2 (as expected from the foregoingtions but reduced vertical turbulen¢due to attenuation at the
discussion). wall). They are still thermally active, however, and thus produce a

. disproportionate increase in St comparect{o

Effect of Freestream Turbulence. Gas turbine combustor  geyera researchers have reduced the data scatter in Fig. 9 by
exit turbulence has been documented at levels from 10% t0 20%ing a combination of turbulence level with turbulence length-
depending on the specific configuratip#l,42]. Film cooling in  <caie For this facility, for example, the integral lengthscale more
the HP can increase this level locally depending on |njept|0n anglean doublegfrom 3.5 to 8 cmwith the change from gri¢5%) to
a_nd _t_)lowmg ratio. The level of freestream turbulence is reduc (11% generated turbulence. While there is ample evidence that
significantly by the time the flow reaches the LPT, where leve|s,i, st anct, are reduced somewhat as the turbulence lengthscale
may be closer to 2—79#3]. In addition, convected blade wakess increased at constant intensity leydb,49], the data scatter is
create periodic high turbulence fluid events which sweep acraggyy nartially resolved with this added complexity as evidenced in
the downstream row of airfoilgt4]. Finally, separation bubbles inha" data presentation of Thole and Bogd#8]. The integral
LPTs show heightened turbulence levels when the flow reattachgsyhscale to boundary layer thickness ratios for the two turbu-
to close the bubblg29]. Clearly, freestream turbulence is a staplgynce Jevels in this study are 1.3 and 3, which fall in the range of

of turbine flowfields. _ _ ratios studied by otherig8] for simulating turbine flows.
The variation of RA/RA with freestream turbulence is shown

in Fig. 9. Also shown is a correlation from Bldi#5] based on  Pressure Gradient and Surface Roughness.There are a
grid-generated turbulence data up to 7%: number of different methods that could be used to assess the com-
bined effects of roughness and pressure gradient;gnSt, and
their ratio (2St/g ). Of critical importance to the designer is
R_Ao =1+0.011Tu (22)  whether results with pressure gradient alone can be simply added
to results with roughness alone to approximate the effect when
In Eq. (22), freestream turbulence lev@lu) is in percent. A linear both are present. If true, this would imply a lack of synergy be-
fit to the present data is also shown in the figure tween the two mechanisms. This is attractive because it allows
correlations to be simply superposed in a design code without
additional parametric testing. One way to determine the degree to
which two mechanisms are synergistic is to compare results ob-
tained with both mechanisms present to that achieved by adding
Data from several other experimental facilities are included &seir individual effects. For example, if the smooth plateire
well [46—48. The two lines appear to bound the data, though therease due to favorable pressure gradient was 20% and;the c
Tu coefficient in Eq.(23) is nearly three times the value in Eq.increase of a rough platevith no pressure gradientvas 30%, the
(22). Despite this scatter in the various results, the bias aflditive method would predict a combined effect of 50%. This

RA
RA. 0.51+e 0%L/7) (21)

—RA =1+0.032T 23
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85 ® Additive estimate - FPG (11%) freestream turbulence (ZPG). Data for Re ,=900,000.
3 O Roughness only T
.3 25 A Additive estimate - APG
= 2 4 Combined roughness 8 APG | | @
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S5 . £ nism. By the same argument, the larger adverse pressure gradient
11g 2 i boundary layels = 42 mm)will impede this turbulence genera-
05 ;g & tion mechanism.
0 Ha There is a much stronger synergy between pressure gradient
4).5? and roughness for;Fig. 10(b), note larger y-axis scajelue to
0 1 2 3 4 5 6 7 8 9 the roughness element form drag. The favorable pressure gradient
ke [mm] increases the near-wall momentuffig. 11), thus producing an
(b) even larger increase io; than would be predicted for pressure
_ _ ' gradient and roughness separately. This synergy creates an enor-
Fig. 10 Comparison of combined roughness and pressure mous disconnect between the additive estimates and the actual
gradient effects with roughness only and with additive esti- data for(c; - o )/cro . Thus, a design code that employed a

g:tt:'fcﬁqgha:ggolgo%t (b) change in c,. Changes in c;and St gimple near wall damping function to model roughness would
XTI underestimate its effect ary when a significant pressure gradient

is present. The strong dependency of rough wall skin friction on

near wall momentum is further manifest by plotting the roughness

induced skin friction augmentation versk$, normalized by#

(Fig. 12(a)). In this figure,d is the value measured with the
could then be compared to data acquired with both effects presgntooth wall(4.7 mm, 2.2 mm, and 1 mm for adverse, zero, and
simultaneously to determine the degree of synergy. favorable pressure gradients respectiyeMlso, the change irc;

This analysis technique was applied to both St apdbcthe due to roughness is referenced to its smooth-wall value with pres-
combined effects of pressure gradient and roughness. The ressilige gradientcspg) in order to eliminate the influence of wall
are summarized in Figs. (&) and 10(b)for (St- St )/Sty and(c;  shear on the results and focus exclusively on the form drag com-
-Cip )/Cio versus kf for adverse and favorable pressure gradienponent. Because of the large variationdnthe data in Fig. 10(b)
(Note: Sg and Go are the zero pressure gradient, smooth watiearly collapse to a single cur¢Eg. (24)) when normalized by
values reported earlier. Also, data were only available for four @i this way.
the six rough surfaces for this part of the stydyhe (St-St, )/St,
data show that on average the additive estimate underpredicts the Ci—Ctpg — 21— e O8I (24)
combined effects by 8% for favorable pressure gradient, but over- Cips
predicts the combined results by 10% for adverse pressure gradi-
ent. This demonstrates that there is indeed some physical coupliiftjs excellent data correlation suggests that all of the observed
between the two effects that is responsible for the synergistic B&ergy between pressure gradient and roughness in Fig) 10
havior when they are combined. A proposed mechanism for tfi@n be accounted for by scaling the roughness by the local
synergy with favorable pressure gradient is the interaction §fMooth- wall value of momentum thickness. The data that does
roughness generated eddies with the accelerating freestream. 194-follow the asymptotic trend line is for the largest roughness
ing hot-wire measurements in the turbulent boundary layer, BoR¥dels(Rt > 6 mm, see Table 1with a favorable pressure gra-
and McClain[5] noted a 50% increase in streamwise turbulerffient. In this case, the roughness exceeds 50% of the boundary
kinetic energy generated over the rough panels with favoragyer height(=12 mm), thus presenting a substantial blockage to
pressure gradient compared to the case with no pressure gradiBftnatural boundary layer evolution. It is likely that this disrup-
(a corresponding decrease was noted with adverse pressure grigfi- creates local three-dlmensmr?al fllow accele;rauong around the
ent). This observed variation with pressure gradient may be dug@de roughness elements, resulting in even higher form drag on
the stretching of turbulent eddies generated from roughness dfée downstream roughness peaks. As such, the curiedfit24))

ments in the boundary layer. Figure 11 shows mean boundapnly suitable foRt/5 < 0.5.
layer profiles for all three pressure gradients measured with, alhough the relevant boundary layer parameter for heat transfer

single element hotwire at the center of the smooth test panelS the enthalpy thickness, rather thary, the (St-Sg )/Sto¢ data
=1.18 m). The thinner accelerating boundary lag@e 12 mm also collapse to an asymptotic trend line withy /6 (Fig. 12(b)).

versus 27 mm for no pressure gradiemis a steeper mean veloc-

ity gradient which will increase the transfer of mean kinetic en- %:0.45{1—?1'“"&”’] (25)
ergy to turbulent kinetic energy via the vortex stretching mecha- Steg
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This unanticipated result is likely due to specific features of the

experimental facility. Since there is no unheated starting length in

the wind tunnel, it is expected tha@=¢& and thusA will scale RA RA RA

with 6. - - —
The imbalance between the St aodsynergies with pressure RAo RAo('BCL)RAo

gradient and roughness is evident in the final plot of RAJRAThese predictions are also shown in Fig. 13 for the adverse, zero,

yersuskfa /0(F|g._l3). For the roughness models shown, ch_angg;.,d favorable pressure gradient flog&., = 0.73, -0.04, and

in pressure gradient produce up to a factor of 2.8 drop in thg 2 respectively Despite the synergies between roughness and

Reynolds_analogy factor. This is _con5|derably Iarg_er than the Préfessure gradient, normalizirgd,, by 6 allows this simple com-

sure gradient effect for the baseline smooth surt&g. 5). Com-  nound correlation to capture most of the trends in the experimen-

bining the curve fits for RA/RA (Bci ) [Eg. (13)]and RA/RA ( ta] data. The poorer agreement with the adverse pressure gradient

kf, /6) (Eq.(21)), it is possible to generate an empirically-basegdata is not unexpected since the pressure gradient cur¢Edfit

prediction for the variation of RA/RAwith pressure gradient and (13)) to So’s[23]analytical results does not match the experimen-

roughnesgEg. (26)). tal data well for this casésee Fig. 5).

(kf,/0) (26)

Freestream Turbulence and Surface Roughness.This same
analysis technique was applied to the data with elevated free-

" ig°""j,‘"°"2;°("89:':zsf=:";’2“zge) i stream turbulence and roughness. The results are summarized in
& Roughness only (Figure 8) Figs. 14(a)and 14(b)for (St-St )/Sty and (c; - cto )/cto versus
1215 — Equation 26 (BetaCL=-0.04, 2PG) ] kf, for Tu = 11% only. The additive estimates for St andace
18 © Combined roughness and FPG L on average 20% and 29@tespectivelylower than the actual data
P B\ - Equation 26 (BetaCl.=0.2. FFG) with roughness and turbulence. This demonstrates that there is
5 ' o\ e again a physical coupling between the two effects that is respon-
08 == ol o 1 ] TS sible for the added enhancement when they are combined.
04 S SRR TEEEEE Xy STk T o In the case of skin friction, the mechanism for this positive
02 °© synergy is the fuller boundary layer created with freestream tur-
’ bulence. The boundary layer profile corresponding to 11%
0 freestream turbulence is also shown in Fig. 11 and clearly shows a
ot 2z 3 4kfd65 6 7 8 9 greater near wall momentum in the region of the roughness ele-
ments(y<<10 mm). As with the favorable pressure gradient bound-

ary layer, this increases the form drag componert;ofThus, the

Fig. 13 Variation in normalized Reynolds analogy factor with )
combined effect of freestream turbulence and surface roughness

roughness and pressure gradient compared to roughness only.

Data for adverse (APG) and favorable (FPG) pressure gradi- on c¢ is greater than the sum of their effects measured separately.
ents. Re ,=900,000. To evaluate the dependency of this synergy on near wall momen-
Journal of Heat Transfer MAY 2005, Vol. 127 / 481
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0 1 2 3 4 5 6 7 8 9 ness only. Re x=900,000.
kfalf
(a)

-related synergies with roughness can be captured with a single
08 correlation if the roughness is scaled by the appropriate boundary
layer momentum thickness.
Plotting the heat transféft) data in a similar manner produces
| —ET T a comparable resu(Fig. 15(b)). The agreement with the correla-

o
o
o

O.

3
g“ / tion developed for the pressure gradient ddig. (25)) is again
Zo3 0o improved by adjusting the momentum thickness to better reflect
§ ® / the boundary layer momentum in the vicinity of the roughness
&0.2F © Combined roughness and 11%Tu-adjusted theta | elements. Some of the data for the largest roughness surfaces in
/ O Roughness only Fig. 15(b)lie above the correlatiofEg. (25)), suggesting the pos-
04  Combined roughness and 11%Tu i sibility of additional synergies not captured by the momentum
Oy —Equation 25 ) ] thickness normalization. As discussed previously, higher levels of
o 1 2 3 4 5 & 71 8 s freestream turbulence also increase the rate at which large “outer”
kfal® turbulence structures come in contact with the near-wall fluid.
(b) These structures, which are more effective at transferring energy
than momentum, may displace smalllsss effectiveeddies gen-
Fig. 15 Comparison of combined roughness and freestream erated from the roughness elements themselves. This would create
turbulence effects on (a) ¢; and (b) St plotted versus kf,/0. an additional positive synergy for heat transfer.
Changes to ¢ and St normalized by smooth-wall values with When these effects are combined to form the Reynolds analogy
turbulence. Data for Re ,=900,000. factor, the result reflects the competing influence of the two

mechanismgFig. 16). For small roughness, the St increase with
o . 11% freestream turbulence more than compensates for the in-
As in Fig. 12(a), the smooth wall momentum thickness value {§eased form drag on roughness elements, resulting in a net in-

used for both low and high freestream turbulef@ mm and 2.4 ;
mm for 1% and 11% Tu, respectiveéhAlso, the change ig; due g:zgsiiépe;glsoﬁrﬁiE;t;;hzrlﬁr%i/é%%hness models, the form

to roughness is referenced to its smooth-wall value with turbu- Using the empirical curve fits for RA/RA(TU) (Eq. (23)) and
lence(cst, ) in order to ellm_lnate the influence of wall shear o AIRA, (kf,/6) (Eq.(21)), it is possible to assess their predictive
the results and focus exclusively on the form drag component. Thee,, acy for the case where both turbulence and roughness are
correlation used in Fig. 12) (Eq. (24)) is also shown in Fig. esentEq. (27))

15(a). Though the agreement is reasonable, it actually can be s a- :

proved by adjusting the momentum thickness for the high Tu case RA RA RA

to account for the change in boundary layer shape. From Fig. 11 it RA~ ﬁ(Tu) ﬁ(kfale) 27

is clear that the 11% Tu boundary layer has more momentum in Ao 0 0

the region of the roughness elemefys<10 mm). Yet, the mo- Because the effects of freestream turbulence and surface rough-
mentum thickness is actually larget.4 mm)for this case than at ness on gand St exhibit significant synergy, this compound esti-
low Tu (2.2 mm). This is because the high level of freestreamate of RA/RA, successfully captures the trends in the data. Nor-
turbulence causes a fundamental change in the boundary layel;-ation ofkf, by the appropriately adjusted boundary layer

shape. Heightened mixing augments the momentum in the n : : . :
wall (log) layer while reducing the momentum in the wake regioﬁ%mentum thickness again makes this good agreement possible.

and increasings from 27 mm to 38 mm. The net effect of pressure Gradient and Freestream Turbulence. Though no
freestream turbulence for this case is thus a reduction in to@lperiments were performed under this combination of condi-
boundary layer momentunfi.e., increase in momentum thick- tian, it is possible to speculate on the combined effects of pres-

%eczsrzgsgleixeggiﬁisth;t vtvri]teh 'ﬁ;g'st?;;ge IL?ESE:]GCSES Cgﬁgneinésﬁ iﬁ?e gradient and freestream turbulence based on their individual
crease in form drag. The normalization kf, by 6 does not ects and perceived synergies. Since a favorable pressure gradi-

account for this change in boundary layer shape. If the momentjgn\t on a smooth wall increases more than StFig. 5), adding

thickness integral is truncated at the edge of the roughness regﬁE %vated Tl{w!t.h its bias toward St increase O.VEFO would be in
(y<RY), the high turbulence result has 13% less momentum thi Irect competition and thus reduce the drop in the Reynolds anal-

ness than the low turbulence result. Accordingly, Figial@lso 09y factor. From reviewing the two relevant figurésgs. 5 and
shows the 11% Tu data usingéavalue that is 13% smaller than 9) it is clear that certain combln_atlons of FPG and Tu could ex-
the low Tu value, based on this truncated, near-wall momentugatly offset each other, producing no net change in RA. Con-
thickness comparison. The agreement with the correlation is iversely for an adverse pressure gradient, the disproportionate drop
proved. This finding is noteworthy since it suggests thatcall in ¢; due to adverse pressure gradiéhPG) would combine with
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the disproportionate rise in St due to freestream turbulence deparation and/or transition. The combination of amplified turbu-

produce a more significant increase in the Reynolds analogy féence and incipient separation will yield large increases in RA due

tor. An obvious mechanism for synergy is the interaction betwega factors already addressed in this report.

the mean velocity gradierii.e., mean strain rateand turbulent High pressure turbines are also extensively film cooled, with

eddies convected into the boundary layer from the freestreamnfultiple rows of cooling holes generally concentrated near the

favorable pressure gradiefwith a steeper mean velocity profile leading edge of the airfoils. The injection of coolant flow into the

would then produce a positive synergy with elevated turbulenbeundary layer introduces heightened levels of mixing and el-

while an adverse pressure gradient would produce a negative sgmated turbulence. At the same time, Bons ef@found cooling

ergy with turbulence. holes to be more prone to erosion and TBC spallation than any
other location on the turbine blade surface. When located near the
leading edge, film cooling can also trigger boundary layer transi-

Summary and Conclusions tion. These various eff(_acts paint a cc_)mpl_ex pictu_re for the Rey-
nolds analogy near regions of extensive film cooling.

Heat transfer and skin friction measurements have been made

over a wide variety of test conditions in a low-speed wind tunne,%t‘F led t

Based on this data, assessments are made of the variation of é(now edgmen

Reynolds analogy factor (28%) with Reynolds number, The author is indebted to numerous personnel at the four indus-

freestream pressure gradient, surface roughness, and freestrg@h partners for providing turbine hardware. Primary among

turbulence. Based on the findings, the following conclusions atieese are: Dr. Boris Glezer formerly of Solar Turbines, Dr. Ron

made. Bunker and Paul Suttmann at General Electric, Mohan Hebbar at
(1) Reynolds analogy factor is fairly independent of ReynoldSiemens-Westinghouse, and Dr. William Troha and Shawn Pol-
number for both laminar and turbulent flow. lock of Honeywell Corporation. The author would also like to

(2) The Reynolds analogy factor increases with positi@d- acknowledge those who assisted in the collection of this data:
verse)pressure gradient and decreases with negdfaseorable) Captain Jess Drab and 2Lt Christine Ellering at the Air Force
pressure gradient. This variation is much more significant fdnstitute of Technology and Cadets Nathan Loucks and Dick Jan-
laminar boundary layers than for turbulent boundary layers.  ssen of the United States Air Force Academy. In addition, collabo-

(3) Surface roughness introduces a large pressure drag comgadions with Dr. Keith Hodge at Mississippi State University, Dr.
nent to the net skin friction measurement with only a modeS§teve McClain at the University of Alabama-Birmingham, and Dr.
corresponding increase in heat transfer. Accordingly, the Reynolghard Rivir and Dr. Rolf Sondergaard of the Air Force Research
analogy factor decreases dramatically with surface roughibgss Lab are greatly appreciated. The assistance offered by Dr. Brent
as much as 50% as roughness elements become more promin&kebb in reviewing the manuscript is also acknowledged. The test-

(4) Freestream turbulence has the opposite effect of increasing was conducted at the Air Force Research Lab Aero-thermal
heat transfer more than skin friction, thus the Reynolds analoggsearch laboratory with technical support from William Nilson,
factor increases with turbulence lev@ly 35% at a level of 11% Jay Anderson, and Andy Pitts. The assistance of Nikki Widmor at
freestream turbulenge the University of Dayton Research Institute in determining the

(6) When freestream turbulence and surface roughness are holstic properties is gratefully acknowledged. This work was
present, their different influences on the Reynolds analogy factgponsored by the US Department of Energy—National Energy
are opposing. For small surface roughness this can result in no iechnology Laboratory through a cooperative agreement with
adjustment to the 28t/ ratio. the South Carolina Institute for Energy Studies at Clemson

(5) When pressure gradient and surface roughness are bbihiversity.
present, the effects on the Reynolds analogy factor are comple-
mentary, resulting in dramatic variations with pressure gradientNomenclature

(6) When freestream turbulence and surface roughness are bot .
present, their different influences on the Reynolds analogy factor’\P'C = adverse pressure gradient
are opposing. For small surface roughness this can result in no net A= pl_anform (flat) surface area
adjustment to the 23/ ratio. A; = windward frontal surface area of roughness elements

(7) The correlation of rough-walt; and St with the product of on sample
the average roughness height and the mean forward facing surface”s = Windward wetted surface area of roughness elements
angle functionkf, , normalized by the boundary layer momen- on sample o )
tum thicknessg, is reasonably accurate over the range of param- ¢t = skin friction coefficient,r,, /(0.5 U¢)
eters presented. New correlations for this effect are propdgs! ¢, = specific heat at constant pressure
(20), (21), (24), and(25)). Only in the case of an accelerating _f. = mean angle functiofEg. (20)]
freestream does this correlation break down appreciably. This sugEPG = favorable pressure gradient
gests a limit to the application d€f,/6 as a suitable roughness ~ H = boundary layer shape factor

parameter when the peak roughness he{gt} exceeds 50% of h = convective heat transfer coefficient
the boundary layer thickness. h(x) = surface height asa function af
There are, of course, other significant factors present in turbine h; = local surface height from 2D trace

flowfields that are not treated in this study. Most HP turbines are K = acceleration parameter(, >dU,/dx)
transonic, and as such, compressibility and shock-boundary layer k = average roughness height
interaction are important considerations. Hopkins and In¢&9é ks = equivalent sandgrain roughness
conclude that for near adiabatic wall conditions, the Reynolds k; = constant inUg(x) relation

analogy factor for a turbulent boundary layer remains near a value k¥ = kqu./v=Rg

of 1.2 for low supersonic Mach numbers. When wall cooling is |; = local surface wetted distance from 2D trace
considerabldas in an internally cooled HP bladthey suggest a m = exponent inUq(x) relation

lower value for RA of nearly unity. The more important consider- N = number of cells in 3D surface map
ation, of course, is the effect of moving shock structures from an p = pressure

upstream vane or blade row. Shocks greatly amplify the levels of Pr = Prandtl numbefv/a)(=0.71)
turbulent fluctuations and turbulent shear stress in the boundary P, = turbulent Prandtl numbernf/«;)
layer[51]. At the same time, the abrupt adverse pressure gradientRA = Reynolds analogy factor (2 $t)
associated with the shock impingement can lead to boundary layerRa = centerline average roughness
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Re, = Reynolds number (L/v)
Re, = momentum thickness Reynolds numbér, 6/ v)
Rt = maximum peak to valley roughness
Rz = average peak to valley roughness based on 3D sur-
face map
S = surface area of sample without roughness
S; = total frontal surface area of sample
S, = total wetted surface area of sample
St = Stanton numbet/(pc,Ug)
T = temperature
Tu = freestream turbulence, /U, (%)
U, = freestream velocity
u = streamwise velocity
u’ = fluctuating velocity(rms)
u, = friction or shear velocity/7, 7p
v = wall normal velocity
x = streamwise distance from leading edge
y = wall normal distance
ZPG = zero pressure gradient
_a = thermal diffusivity (/pcp)
as = average forward-facing surface angle
a; = local surface angle from 2D surface trace
ams = Ims deviation of surface roughness slope angles
a; = eddy thermal diffusivity
A = boundary layer enthalpy thickness
BcL = Clauser’s equilibrium paramet€Eqg. (12)]
Bes = Falkner—Skan pressure gradient parameter
6 = hydrodynamic boundary layer thickness
6, = thermal boundary layer thickness
& = boundary layer displacement thickness
x = thermal conductivity
A¢ = roughness shape/density paramékey. (14)]
v = kinematic viscosity
vy = eddy viscosity
6 = boundary layer momentum thickness
p = density
7w = wall shear
Subscripts
cel = Subset of 3D surface map
= boundary layer edge
; = index in 2D surface trace
PG = smooth plate reference with pressure gradiéiRG,
ZPG, or FPG)
Tu = smooth plate reference with turbulen@®6 or 11%)
w = wall
o = smooth plate reference at low freestream turbulence
and zero pressure gradient
. = freestream value
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Large Eddy Simulations of Flow
and Heat Transfer in Rotating
Ribbed Duct Flows

MaVa"k Tvagl Large eddy simulations are performed in a periodic domain of a rotating square duct with
Research Associate normal rib turbulators. Both the Coriolis force as well as the centrifugal buoyancy forces
% are included in this study. A direct approach is presented for the unsteady calculation of
Sumanta ACharva the nondimensional temperature field in the periodic domain. The calculations are per-
Professor Mechanical Engineering Department formed at a Reynolds number (Re) of 12,500, a rotation number (Ro) of 0.12, and an inlet
Louisiana State University coolant-to-wall density ratio(Ap/p) of 0.13. The predicted time and space-averaged
Baton Rouge, LA 70803 Nusselt numbers are shown to compare satisfactorily with the published experimental

data. Time sequences of the vorticity components and the temperature fields are presented
to understand the flow physics and the unsteady heat transfer behavior. Large scale
coherent structures are seen to play an important role in the mixing and heat transfer. The
temperature field appears to contain a low frequency mode that extends beyond a single
inter-rib geometric module, and indicates the necessity of using at least two inter-rib
modules for streamwise periodicity to be satisfied. Proper orthogonal decomposition
(POD) of the flowfield indicates a low dimensionality of this system with almost 99% of
turbulent energy in the first 80 POD modd®0l: 10.1115/1.1861924

Introduction different rib-configurations and passage orientations, and different

Modern aas turbines operate at high turbine inlet tem eraturthermal boundary conditions. These studies have been summa-
9 P g P fized in a recent paper by Han and Dut&.

(2000°F—3000°F) for improved efficiency and specific thrust The literature dealing with computational studies on ribbed

Since the operating temperature exceeds the melting point of Ttg)eolant passages is quite extensive. The majority of the numerical

bla}lde _lrpatbe_rlal, ;lh% blades hatve to”be cololzd blnter.nallly th eXt%li'udies have been based on the solution of the Reynolds-averaged-
nafly. lurbine blades are internally cooled by circulating a'Navier-Stoke:{RANS) equations, and therefore their accuracy has
_through turbulated serpentine channgiig. 1). The enhan(_:ementb en limited by the turbulence models employed. Bredieig
'nrer;esitr(:r;ffei; %%ecaoar?r?eluijsrgucl:?fgisal r(jeéf;tilvr? tgrg&l'gﬁiasﬁis provided a representative literature survey of several numeri-
P dropin tf 'gn p - .cal studies reported on turbine blade internal cooling passages.
problem is complicated further due o the interplay O.f (.:OHO“?acovides and Laund€10] have also reviewed the numerical
fo_rces_ an? buoyandcy fofrlces. !n {ﬁtatlng dflletS_’ tlhe Corrl](_)lls gorcgﬁ:ldies related to turbine blade internal cooling and concluded that
g!?(e rltshe ?I secondary hOWS ";] ftcross]: ow Ip ane whnic "es -Reynolds number modeling of the sublayer region is essential
fize the Tlow and ennance heat transter along one wall, a@g. o,cpy figws. However, turbulence modeling using two-equation
stab|||.ze the flow reducing heat transfer along the opposite w odels cannot capture essential flow physics due to the assump-
Centrlfugal-b_uoyancy fo_rces als_o influence the flow _and heﬁ n of isotropy in the modeled normal turbulent stresses. Naimi
transfer, particularly at high rotation numbers and density ratiog, Gessndrll] calculated the fully developed turbulent flow in
Several expenmental investigations have been reported to StL@Xtangular ducts with ribs on opposite walls using three different
the eﬁeqt O.f centnfugallbuoyancy, rotation nu.mber, and Reyno"ijﬁrbulence models and noted some spurious secondary flow fea-
gﬁg]gg{];]n (')nl(f:malvflgo::g? gf‘;ﬁ;ﬁ%ﬁ I(r; fesgrr'tisd?;ggper:hvgﬁgpu%s in the predictions as compared to the experimental data.
sofe.g., yagn ) Ve rep casur Sa ovides[12] presented a comparison of several low-Reynolds
qf heat transfer coefﬁments using thermocou.ples in smooth afmber eddy viscosity models with low-Reynolds number second
gg?egoécz.léirer;cﬁzzzecggg ggﬁg.rt'el?aigésva&gt’st:XgoFl{d:h:q%jément closure models for internal coolant passage flow and heat
» rotatl u P Ity ratios. IS a ansfer. Bonhoff et al.13] have compared their predictions with
Abad'.[3] condgcted a similar experimental investigation on rota several turbulence models with stereoscopic Particle Image Ve-
Ing ”b.bEd circular ducts and .proposed Nusselt numb% imetry (PIV) measurements for 45°-ribbed coolant channels,
correlations that depend on the ratio of buoyancy parameter concluded that two-equation models have inherent deficien-
Rossby number. Yamawakl et 4] pre;enﬁed local heat transfer ies for ribbed-duct flows. In a number of studies, the second
measurements using thermochromic liquid crystals on a flat pI. ment closure model has been shown to have the highest accu-
subjected to rotation, and analyzed the turbulent stress equatio, for stationary and rotating ribbed-coolant passdgesvides
to determine their influence on the mean momentum transpo& Raised14], Saidi and Sundefi5], Hermanson et a[16]
Acharya and coworkers have reported a series of measurementga g et al[17])’ ’ -
mass(hea) transfer using naphthalene sublimation technique Iy, o -4 anced numerical strategies such as direct numerical
rotating coolant passages with vortex generators, different aspggl, 12ion(DNS) or large eddy simulatiofLES) provide promise
Egﬁl.o%and ?rl;e[r;t;tl?_ln%g.r,] C?charyg(apdfho[?], Hr'tbtésrﬁt al. rfor more accurate computations since the energy carrying turbu-
» £hou et all /]). man and COWOrKers have réported measurs i g4y structures are resolved in these calculations. However,
ments in rotating coolant passages with different aspect ratl%%ly a limited number of studies with DNS and LES have been
- i o reported for internal cooling flows. Murata and Mochiz{k8,19]
Corresponding author; electronic mail: acharya@Isu.edu =~~~ performed a series of LES studies to understand the unsteady
Contributed by the Heat Transfer Division of ASME for publication in teg- dynamics of various flow structures on the heat transfer in internal

NAL OF HEAT TRANSFER Manuscript received April 3, 2004; revision received,
December 8, 2004. Review conducted by: P. M. Ligrani. coolant ducts. Pallares et 4R0] analyzed LES turbulence bud-
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fields with uniform wall temperatures. Earlier strategjgd,25]
have utilized an iterative procedure, which when applied at each
time step, can result in significant computational effort. Because
of this, the majority of the LES studies reported for periodically
developed ribbed-duct flows with rotation have utilized constant

Turbulators

Féﬂ‘;j‘g’:{;";’ heat flux boundary conditions. Isothermal boundary conditions are
more representative of the turbine blade wall temperatures, and
therefore LES/DNS calculations in ribbed-coolant passages with
constant wall temperatures are needed. The noniterative strategy
presented here can provide a cost-effective approach for unsteady
flow calculations in periodically developed regions with isother-
mal boundary conditions.

Film-Ccoling . .

Bleed Holes Governing Equations
Trail In LES, the spatially filtered conservation equations are solved.
railing-Edge - . X . -

Region The filtered non-dimensional governing equations for conserva-
tion of mass, momentum, and energy for an incompressible New-
tonian fluid are as follows:

dy;
Turbulators 2
‘ dU; 5U|UJ op dP 1 &ZUi (77'”'
et =TT S0ttt
at IX; ax; dz Re ox; X
(€]
_2Ro‘c—“IJkQJUk+ BO 1_ =0
Op
N X(&ijekimirm) 1)
N a®+)\®+u 70 1 a®+aqj
%% at Vox;  Re-PrgxZ = ox
s . ) - .
%:‘% whereU; is the filtered velocity field® =(T—Te)/(Tw—T,2) is
E@& the nondimensional temperature wiil}, representing the wall
i’%% ] temperature, and ., T,, are reference temperaturédescribed
L [ [ later). The mean pressure gradient in the flow directicthRéd z,
Incoming Cooling Air andp is the periodic component of the pressure field. The distance
vector r; that appears in the centrifugal-buoyancy term can be

Fig. 1 Typical turbine blade internal cooling configuration written asr;=R;,8i3+X%;, whereR,, is the mean radius of the

(Wagner et al. [2], Roclawski et al. [21]) periodic module from the rotation axis. The energy equation con-
tains the parametex which, with the scaling used, can be ex-
pressed as

gets for the flow field in rotating square ducts. Roclawski et al.

[21] presented calculations based on discrete dynamical system A= —(Ty—Ts2)

(DDS) concepts for internal cooling flows. Miyake et E22] car- Ty=To ot

ried out DNS of a channel with one ribbed wall and presented thehe jmportant nondimensional parameters for such flows are
evolution of coherent structures in the vicinity of rough wall. In g, Reynolds number (ReJ,Dy,/v), the rotation number (Ro
ggﬁsri%egiﬁg?y’ S;hLaEaé”d Achaiga] havcfa reported Q”Stezgy'dzﬂDh/ U,,), and the centrifugal buoyancy numbéo=[ B(T

an computations for a rotating ribbed_ + 2 3 2_ i
square duct, and have demonstrated the importance of using Tin) Q*RuDil/va (alv) (v/UnDr)*=Raq [PrRE. In  this

steady calculation techniques for ribbed duct flows. The resoluti%dﬁ?gbrleepirrﬁﬁgtﬁttgzt\lﬁég?s;g SseédRo’ and Bo, for which data is

of energy in the periodic componefeither spatial or temporgbf The subgrid scaléSGS)stress tensor and SGS scalar flux vec-

ribbed duct flows is important for the success of these unsteagdy given by andq;, respectively. In this study, the dy-
ij j . ’

SITnU|?r:g)nSrésent aper, large eddy simulatigh€s) are per- namic mixed model is used to model the SGS stress tensor and
P paper, larg y P scalar flux vecto(Moin et al.[26], Vreman et al[27]). Box fil-

fprmed to stu.dy.the flow physics and heaf[ transfe.r In a rotathgrs are used in the Germano identity for the calculation of dy-
ribbed duct with isothermal walls. The physical configuration Ch91'amic coefficient and for the calculation of Leonard stresses. The

sen corresponds to the expenment_al study of W:_;\gner @}il‘. dynamic coefficient is test filtered to avoid numerical instabilities.
and represents a square-cross-section passage with normal ribs‘on

leading and trailing surfaces arranged in a staggered configuga- . .

tion. A major objective of the present work is to provide an uné‘?"’ll(:l'll"’ltIon of the Temperature Field

derstanding of the unsteady flow physics and heat transfer in arhe calculation of the nondimensional temperature field in a

rotating ribbed channel with isothermal walls. RANS studies caperiodic module needs special attention. Patankar ¢4l de-

not predict unsteady turbulent flow behavior, while the reportestribed a method to solve the uniform heat fllWHF) and uni-

LES studied18,19]have focused attention on parametric effect§prm wall temperaturg UWT) problems in ducts with periodic

and time-averaged results, with uniform heat flux wall boundaigross sections for steady situations. For UWT conditions, an ei-

conditions. genvalue parametex is obtained, and must be obtained itera-
A second objective of the paper is to present a noniteratitiwely. Wang and Vank&25] also presented an iterative procedure

strategy for the calculation of periodically developed temperatute calculate. However, as will be described here, this parameter
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can be calculated directly for explicit schemes, and represent€kearly, settingTr, to T, will render the denominator as a con-
contribution of the present work. In the literature, the majority oftant. Moreover, the independence of non-dimensional bulk tem-
the simulations were performed with nondimensional variablegerature from periodic direction implies th@l is equal toT,,.

using the friction velocity and the uniform heat flifor UHF  Therefore, the scaling at the inlet plane and periodicity of Nusselt
case)as the scaling variables. This scaling renders the sink termsmber can uniquely determine the non-dimensionalization, and
in the momentum and energy equations constant, and makes tthe sink term in the energy equation. Also, this sink term is inde-
solution process relatively straightforward. In experiments, hovpendent of time because heat addition to the domain is constant at
ever, usually the mass flow rate and the wall temperatures aletime instants.

known; therefore the reference velocity should be the averag
velocity, and for UWT conditionsiA is no more a constant. For
unsteady heat transfer calculations in periodic geometries, the
lowing simplifying assumption is usually invoked:

T(Xi+L5i3,t):(17)\)Tref+)\T(Xi ,t) (2)

whereT ¢ is a reference temperature or flir appropriate units ds
for the problem. Simple algebra can demonstrate that théZHq. f f quS~E quS+2 (@+ah) = 9)
is consistent with the energy equation. The scaling faxtean be S in 2

a function of time. The nondimensional temperature variable can
now be defined as follows:

eUniform Wall Temperature (UWT) Case. From the energy
fgplance, one can write

Pchavg(Tlt;_Tg)Ac: J’ J; qwdS

PCoUavd Tw—T2)(O5—OD)A,

a0
@zﬁ 3) %k(TWTZ)H[E (6_) ds
TwaII_TrZ in 7/ w
Here T, can be function of time and,, is another constant 90\° [60\-]1dS
reference temperatur@vhich is set not equal td@,,, to avoid 2 (%) +(%) 7)
singularity). w w

For constant wall temperature, we can see Tgtis equal to Here 7 is the wall normal direction andSis the differential area
wall temperature and it leads to a simple homogeneous boundafgment on the wall.
condition for® (i.e., zero on the wall). Also the denominator is For the square channel, we use Nusselt number periodicity to
merely a constant. Sincg,(z+L,t)=(1—\)T,+ATy(zt), the define the flux at the inlet in terms of the flux at the exit as
nondimensional bulk temperatu®,=(T,— T/ (Twai— Tr2),

0
can be expressed as @ 0:% @ - (10)
an @l'; an
Op(z+L) 4 w w
0y(2) = @_8
At geometrically periodic planes, the following relation is @)t
obtained: Using these relations in the energy balance, we get
O(x;+Ldis,t) 1 90 a0\"
o~ -\ ®) L_NOYHA ~| —— - -
O(x;,1) (O5—\Op)A, (Re.Pr) % (M)WdSJrZ x( §n)w

For constant heat flux, we can see thaf if; is equal tog,,D/k, L
it leads to a simple homogeneous boundary conditiorvétdn @
(i.e., zero on the wall The calculation of\ is done in a similar an
fashion as described above. Thus, this nondimensional tempera- "
ture assumes existence of a reference temperature and a reference [ L ( 1 )

2

At il

n

g

driving potential in the form of heat flux or applied temperature b~ | Re. Pr
drop. Therefore, a simple energy balance and assumption of peri- . )\ ~

odicity can yield the relations for these reference values. Bound- oL+ 1 E @ . d_S

ary conditions for nondimensional temperature in the periodic di- b" | Re-Pr anl 2

rection is written agusing Eqs.(4) and(5)] W
0° o' e O enforce the validity of scaling relation up to the wall, we
@_g_ @_t (6) chooseT s equal toT,,. Therefore, the nondimensional tempera-

o ) ) ture is zero at the wall and the scaling ensures the periodicity of
where the superscript indicates théocation and subscridt de-  the Nusselt number in the periodic geometries. On all the walls,
notes the bulk nondimensional temperature. Differentiating thge integration is carried up to the duct and turbulator walls, i.e.,
periodic boundary condition in the wall-normal direction we getyg “log-law” type wall function is used. In doing that, we are

1 {9@®° 1 /o0t completely relying on the accuracy of the numerical scheme and

W( ): @( ) (7) the physical modeling of SGS motions.

b b

This is equivalent to enforcing periodicity on the Nusselt numbeZomputational Method
in a periodic geometry.

axX axX

The momentum equatiorj&q. (1)] are solved using a projec-
Uniform Heat Flux (UHF) Case. For uniform heat flux at tion method. The temporal differencing is done using an explicit

the boundaries, second order accurate Adams-Bashforth scheme. The spatial des-
0 L cretization is done using a fourth-order central finite-difference
ﬂ _ ﬂ) _ ®) scheme for all the terms except the convective term
an | \ an ~Ow (0U U, /dx,) that is upwind-differenced with a third-order accu-
0 L rate scheme. The pressure-Poisson equation is solved using a di-
and 0,=0; rect solver based on a matrix diagonalization approach. The La-
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Pi4

Fig. 2 Schematic of the computational domain

placian operator in the pressure equation is approximated usingams are due to the presence of a low-frequency unsteadiness that
fourth-order central difference for the gradient operator and a see not averaged out during the averaging time period used. In the
ond order accurate central difference for the divergence operatmmmputations 12 flow-through time periods were used for obtain-
Thus, the overall spatial accuracy for momentum equations iilgy the time-averaged statistics, and although this is generally
third order. All the terms in the energy equation are differencezbnsidered to be sufficiently long for the calculation of statistics,
using fourth-order central differences. Additional details of ththe presence of low frequency dynamics can require extremely
numerical procedure are given in Tyagi and Acha[28] and long time periods that may be impractical from the perspectives of

Tyagi[29]. available computational resources. The larger deviation with re-
. ) spect to measurement along side wall 1 is partly due to statistical
Results and Discussion averaging errors. The spatial distribution of time-averaged Nusselt

The computations are performed at a Reynolds nurtiey of number on ribbed leading and trailing walls is presented in Fig. 3.

12,500 based on the average velocity in the duct and the hydraylidh Order to resolve the issue concerning the spatial extent of the
Lfow frequency unsteadiness, the computational domain was ex-

diameter of the square duct. For the computational domBin (t ded includ . ib : dul The |
X D % 2D) incorporating two periodic inter-rib modulémajority €nded to include two inter-rib geometric modules. The larger
computational domain revealed the presence of oscillations that

of the results presentgda grid size of 82X82x161 is used. For . ) ) .
computations with one periodic modul® & DX D), the number WEre greater than one inter-rib module in spatial extent. However,
| time-averaged Nusselt numbers are not significantly different

of grid points in the streamwise direction are reduced by a fact ) . :
or the one-rib and two-rib computational modules for the aver-

of 2. The rotation numbe(Ro) is chosen to be 0.12 and the inlet’~". . . . ;
aging time period used in the present computations. The results

coolant-to-wall density rati@Ap/p) is set at 0.13. The rib height- ;
to-hydraulic diameter ratiogfD) is 0.1 and the rib pitch-to-height p.res?ntt.ed below are therefore from the two-computational module
imulations.

ratio (P/e) is 10. The ribs are square in the cross section and ar ) . . )
placed transverse to the flow in the d(€ig. 2). These parameters. The three-dimensional spectrum of the instantaneous flow field
correspond to the experimental configuration of Wagner deal. 'S shown in Fig. 4a). The grid resolution is sufficient to capture

Time step for calculations is chosen small enough to resolve tHi§ €nergy producing events as well as the portion of the inertial

vortex shedding from ribs as well as the migration of coolant ov&HPrange. A peak in energy spectrum is also observed around the
the walls. wave number corresponding to a length sdd@=0.1. This is

attributed to the energy production by vortex shedding behind the
Validation. Comparison with experimental data of Wagner
et al.[2] is shown in Table 1. Also shown are the reported experi-
mental uncertainties, and the percentage difference between
measurements and predictions. For the leading and trailing wad?
the agreement between experiments and predictions are generaﬁl\g

e ) .
ble 1 Comparison of the averaged Nusselt number with
ner et al. [2].

within the range of experimental uncertainty. For the two side Measurements

walls (which should have the same time-averaged Nusselt numserage Nusselt number ~ Computed + uncertainty) % difference
ber)_, _the tlme-averaged Nussel_t number predictions on each_ v A ding wall 53 55(= 20%) 2
exhibit nearly 12% difference with each other, and for comparisGijjing wall 102 124(+15%) 18
purposes both the predictions and the data have been averagigd wall (averaged) 80.5 64(* 15%) 26

over both walls. The differences in the averaged side wall predie
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Fig. 3 Nusselt number distribution on the ribbed (a) leading wall and (b) trailing wall

ribs (e/D=0.1). Figure 4(bshows the variations of the instanta-the vortex shedding frequengfig. 4(b)]. However, the average
neous flow rate. Note that, to maintain an average flow rate,flaw rate is always maintained to be 1ifi nondimensional unijs
mean constantin space)pressure gradient is applied. Superimas desired.

posed on this mean pressure gradient are temporal and spatial

variations corresponding to the periodic variations, large scaleFlow Physics and Heat Transfer. The time-averaged veloc-
fluctuations and turbulence. These variations cause the instariga-vectors on the spanwise midplane are shown in Fig. 5. The
neous flow rate to vary in time, with the variation dominated byletails near the ribs show the differences in the size of the fore-
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Fig. 4 (a) Three-dimensional energy spectrum of the flow
field. (b) Flow rate versus time.

Rib A

Time-averaged Velocity Vectors at Y/D = 0.5 RibB
Fig. 5 Time-averaged velocity vectors and details of flow field
near the ribs at the Y/D=0.5

instantt, is arbitrary and the time gapis equal to 150 time steps

(or 0.15r, wherer is the flow through time perigdA key conclu-

sion from these pictures is the important role of coherent struc-
tures on the scalar mixing and therefore on the heat transfer. The
vorticity field near the trailing surface is considerably stronger
(more structures, higher magnitugléesan along the leading sur-
face, and therefore along the trailing surface scalar mixing is
greater, the flowfield is destabilized to a greater extent, and the
thermal gradients and the heat transfer rates are greater. The ac-
cumulation of coolaniblue temperature contoyrsloser to the
trailing wall is a direct consequence of Coriolis forces in this
plane directing the flow from the leading to the trailing surface.
This is seen in Fig. 6 along with the three-dimensional streamwise
vorticity field resulting from the breakdown of the separating
shear layer and the near-wall boundary layer. Counter-rotating
vortex pairs are consistently observed near the trailing surface
(shown by arrows), and its dynamics is seen to play an important
role in the large scale mixing of the core coolant fluid. The vortex
pair entrains the surrounding core flyidlue) and mixes this with

the near wall fluid(red) resulting in lower temperaturegreen)

and higher thermal gradients near the trailing wall. Contrast this
with the region near the leading wall where the temperature con-
tours are primarily red and yellow indicating elevated tempera-
tures and lower thermal gradients or heat transfer. Further, along
the leading wall, the vortices are accumulated primarily around
the center. This results in growth of thermal plumes around the
corner of the leading wall due to the lack of mixing in these
regions. These plumes appear as fingers penetrating into the cool-
ant core. At timey+ T [Fig. 6(b)], the counter-rotating vortex pair
near the TW has intensified and penetrates further into the coolant
core. At timety+ 2T [Fig. 6(c)]another counter-rotating pair near
the left-side wall can be seen, and correspondingly enhances the

and aft-recirculation region along the leading and trailing sumixing in this region. At time,+ 4T [Fig. 6(d)], vortices near the

faces. The corner recirculation region in front of rib(@ trailing

trailing wall left corner have penetrated upward resulting in the

wall) is smaller than that in front of rib Aleading wall). Because growth of a thermal boundary layer on the left-side wall, and
of the secondary flows directed from the leading surface to tlemhanced mixing in this regiofsee corresponding image on the
trailing surface, the upstream corner recirculation on the leadinight). The counter-rotating vortex on the center of the trailing
surface has a steep slope relative to the cross flow, resultingwall has diminished in strength but is larger in size.

flow separation at the upstream rib corner. The steep slope of theAttention is next turned to the dynamics of spanwise vorticity
flow negotiating the rib corner causes the flow to remain detachadd temperature field on a cross-section plane through the center
on the top face of rib Aon the leading edgeSince the secondary of duct atY/D =0.5[Fig. 7(a)-7(d)]. In this time sequence, the
flows are directed toward the trailing surface, the flow turning thiame gap is 375 time steps=0.375r). The temperature contours
front corner of rib is pushed toward the trailing surface, and stag® not exhibit periodicity across one inter-rib module, and evi-

attached on the rib B face.

dence of vortical structures with streamwise length of nearly half

In Figs. 6(ay-6(d), the streamwise component of vorticity andhe inter-rib distance can be observed. These facts indicate that
temperature field are presented in a time sequence. The variguposition of streamwise periodicity over one inter-rib module is
walls of the duct are labeled as LW: leading wall, TW: trailingnappropriatgas done in the majority of the reported LES studies
wall, LSW: left-side wall, and RSW: right-side wall. Starting timefor ribbed ducts). Most of the vortices shed from ribs on trailing
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Fig. 6 Time sequence of streamwise vorticity  (left) and temperature field (right) at Z/ D=1.0. Temperature field: red is
1 and blue is 0. Arrows show locations of counter-rotating vortex pairs.

wall remain close to the wall due to Coriolis body for@krected mixing process is the entrainment induced by the large scale struc-
from leading to trailing wall on this planeVortices that reach the tures. Also indicated by a rectangular box in Fig. 7 is the devel-
core of the duct enhance mixing of scalar field there. Ribs on tle@ment of the interface of the coolant flow as it passes through the
leading wall generate spanwise vorticity in the opposite sense artthnnel. This convoluted interface is typical of a mixing layer and
high-temperature streaks in the vicinity of leading edge ribs indjet, and reflects the role of large scale dynamics in the mixing
cate low heat transfer rates. Temperature field distribution showcess. In addition to shear layer separation past the ribs, these
the presence of more coolant closer to the trailing wall, resultirdynamics are also potentially influenced by rotation induced sec-
in larger temperature gradients and heat transfer rates. To corretateary flows, centrifugal-buoyancy, and shear layer curvature.
the role of coherent structures in the mixing process, a set ofTo illustrate the influence of coherent structures generated by
vortical structures shed by the rib is shown encircled, and in thesbs on the leading and trailing wall heat transfer, three instanta-
regions the temperature contours consistently exhibit greater mheous snapshotg,(throughts;) of the' Y component of vorticity

ing between the core fluid and the near-wall fluid. Since the footre presented at the centerplaf® = 0.5 (Fig. 8). Also, the cor-
print of the vortical structures are visible in the temperature conesponding non-dimensional instantaneous heat flux is presented
tours, it is conjectured that the dominant contribution to thalong the trailing surface centerlineX/D =0.0; figures on the
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Fig. 7 Time sequence of vorticity dynamics and temperature field on cross-sectional plane at Y/ D=0.5. Spanwise vorticity
(left) and temperature field (right). Arrows on the snapshots track vortices and entrainment interface of scalar field.

right) and along the leading surface centerlidg = 1.0; figures Time-averaged results show that the peak heat transfer coeffi-
on the left). Peak heat transfer rates at trailing wall are about 2€@nt downstream of the rib is in the vicinity of the reattachment
times than that on leading wall. The heat transfer between the ripsint (nearly six-rib heights and the peak heat transfer coeffi-

in a geometrically periodic module along the leading wall is “ircient one rib height upstream is due to the corner eddy. The tem-
phase” with the adjacent geometrically periodic module, and thgoral variations in the heat flux along the leading surface indicate
time variations in these profiles are relatively small. Howevethat the upstream peak heat flux magnitude is the highest, and
along the trailing wall, the heat transfer rates in successive inteemains fairly steady in magnitude and location, while down-
rib modules do not exhibit periodicity, and contains spatial modesream the heat flux plateaus beyond two-rib heights, and fluctua-
larger than the pitch of periodic module. This observation furthéions in magnitude spatially and temporally are relatively small.
supports the argument for using computational domains longenese fluctuations are associated with the streamwise migrations
than that suggested by geometric periodicity. Time-dependent cal-the near-wall vortical structures. Near the trailing wall, the
culations performed for only one geometric pitch module argpatial and temporal fluctuations of the heat flux are more signifi-
likely to produce inaccurate evolutionary dynamics of cohererant due to the greater unsteadiness in the separating shear layer
structures and their influence on unsteady heat transfer. To dated the more intense vortical activity along the trailing wall. In
most of the unsteady computational simulations for the configthe first inter-rib module on the trailing wall, the peak magnitude
ration of interest are performed in geometrically periodic domairessociated with the corner vortébmmediately upstream of the
using one rib-pitch as the streamwise periodic lerigth., Murata first rib) changes by a factor of nearly 2 with tinfeomparet;

and Mochizuki[18,19]). with t3), while the location of the peak associated with the reat-
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Fig. 8 Influence of vortical structures on the near wall heat transfer in rotating ribbed duct. (Note: range of nondimensional
heat flux on leading and trailing wall is different in this figure ).

tachment pointin the first inter-rib modulemoves around from figuration. The trailing wall temperature shows lower temperature
two-rib heights upstreantat t;) to nearly four-rib heights up- levels (due to higher heat transfer coefficients shown in Fig. 8
stream(at t,). high frequency variation as well as larger excursions from its
Temperature signals are presented in Fig) or two stations, mean valugldue to greater vortical activity shown in Fig) és
one near the leading wall and the other near the trailing wattpmpared to the leading wall temperatures. The corresponding
along the center planeY(D=0.5) midway between the ribs onrepresentation in terms of probability distribution function shows
each wall. To provide a measure of the temperature fluctuatiomshimodal distribution on the trailing wall while near the leading
the temperature values have been converted into dimensionall a unimodal distribution is obtained and does not exhibit large
numbers assuming inlet coolant bulk temperature of 800°F amdriations[Fig. 9(b)].
metal wall temperature of 2500°F. These assumed temperature$he instantaneous temperature field on a plane close to the
are only representative and do not correspond to any specific ctnailing surface along with the wall-normal component of vorticity
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Fig. 9 (a) Temperature signals around probe stations just above the walls between the ribs along the centerplane (YID
=0.5). (b) Corresponding probability distribution function.
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Fig. 10 Vorticity dynamics and temperature field over trailing wall at XID=0.125 (top row) and leading wall at X/D=0.975
(bottom row), wall-normal vorticity (left) and temperature field (right)

L'w

are shown in Fig. 1@Qtop row) while the corresponding plots for (streamwise oriented coherent structiiress the vortices are
the leading surface are shown in Fig. Ufiottom row). These transported downstream. They are distorted to result in arch or
temperature contours are inversely proportional to the Nusskdirpin shape vortical structures. As seen in Fig. 12, upstream of
number distributions. As may be expected, the trailing surfadkee first rib, due to the influence of Coriolis forces, the coherent
regions exhibit larger patches of cold sgbigh Nusselt number braidlike structures converge toward the spanwise centerplane and
compared to the leading surface. The low temperature streaks lreak up into smaller structures in front of the rib. Moreover,
correlated not only with the streamwise vorticigs shown earlier some smaller vortices are also seen beneath these large structures.
in Fig. 6), but appear to show some correlation with the wallFhese structures are produced primarily at the wall and evolve
normal vorticity along the trailing surfadsee encircled regions). under the influence of the induced flow field of the larger struc-
In an attempt to explain the flow physics better, coherent struttires. The size of the coherent structures can be of the order of a
tures are extracted here using positive iso-surfaces of the Lapleb-pitch (see structure marked A in Fig. 11 which extends nearly
ian of the pressure fieldWray and Hun{30]; Tanaka and Kida half pitch length in the streamwise direction and half pitch length
[31]; Dubief and Delcayrg32]). Since the vortex cores are assoi the transverse directionTherefore, most of the single rib-pitch
ciated with strong vorticity and local pressure minima, it can beodule calculations cannot capture such large energy containing
readily shown that positive surfaces of the Laplacian of pressuseales accurately. These coherent structures must be resolved in a
[P = (i 0))/2-S;;- ;] can be used to identify coherent strucdarger computational domain. Evolution of these structures on
tures. For incompressible flows, is also directly related to the leading and trailing wall results in migration of “hot-streaks” on
second invariant of the velocity gradient tensor. In Fig. 11, a timgalls, entrainment of coolant from the duct core and mixing of
sequence of such structurg t;, t,, andt;) is presented along scalar field in the core of these vortices.
the trailing surface, while in Fig. 12, a single snapshot.ais To track the evolution of specific structures, in Fig. 11, three
shown along the leading surface. The higher concentration of vepecific structures are identified as A, B, and C, and their evolu-
tical structures near the trailing waklso seen earlier in Fig.)6 tion at three time instancds, t,, andts, is shown. At timet
increases the mixing and heat transfer along this wall significantyt,, the roller vortex A has migrated towards the second rib and
(Fig. 8). The shear layer that separates from the ribs is initialthe arch-shaped head is distorted by the adverse pressure gradient
oriented in the spanwise direction parallel to the ribs in the forin front of the rib. Coherent structure “B” has convected down-
of roller vortices. The roller vortices begin to form immediatelystream while growing in size. Inception of roller vortex “C” on
upstream of the rib, and are inherently three-dimensional strube first rib can be seen. At time=t,, the roller vortex “A” is
tures coming off the rib. These vortices move downsteam, ambving over the second rib on the trailing wall. The influence of
reorient and align in the flow direction into braids. The rollethe rib can be seen in the deformation of the coherent structure. At
vortices are mostly converted into braid vortices within a pitcthis time instance, there are two pairs of roller vortices after the
length. Due to the influence of Coriolis forces, these vortices teffidst rib on the trailing wall separated by the braid vortices around
to accumulate close to the centerplane in the form of braidse centerplane. Roller vortex “B” is reoriented by the flow to
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Fig. 13 Energy distribution in the POD modes calculated from
200 snapshots

fluid (near duct coreand heated fluidnear the wall)will deter-
mine the unsteady heat transfer over the duct surféaeseen
earlier in Figs. 6—8).

Proper Orthogonal Decomposition. To analyze the low di-
mensionality of this system, proper orthogonal decomposition
(POD) is applied on two hundred snapshots from the flow field.
POD is a projection of turbulent fields on an optimal basis with
some structure to these underlying flowfields. The optimality lies
in the fact that for a given number of modes, the POD modes
capture the most amount of “energy” of the turbulent fields.
Mathematically, one solves an eigenvalue problem for the covari-
align in streamwise direction. Coherent structure “C” is growingance or autocorrelation matrix. This matrix is constructed using
in size while migrating in the streamwise direction. At tihe method of snapshotéHolmes et al.[33], Sirovich[34]). The
=t3, the roller vortex “A’ has left the computational domain eigenvectors would then be POD modes with eigenvalues repre-
while further disintegrating due to stretching by the flow. Rollegenting the amount of “energy” captured by the respective mode.
vortex “B” has grown in size, has aligned with the flow, andClearly, as shown in Fig. 13, the first 75—80 modes capture almost
merges into the braids along the centerplane over the second 88% of the total turbulent energy.

Roller vortex “C” is around the midway between the ribs and a The first two POD modes shown in Fig. 14 identify the most
spanwise wavy instability has distorted the structure into an arehergetic flow events. The top row in Fig. 14 shows the velocity
shape. This instability will eventually break it into smaller vorti-components for the first mode while the lower row shows the
ces. The dynamics near the leading wall are not substantially dielocity components for the second mode. As explained earlier,
ferent, and therefore only a single snapshot is shown in Fig. Pese modes correspond to the first two eigenvectors when ar-
Clearly, the influence of these structures on mixing of coolaminged with decreasing magnitude of eigenvaliees‘energy”).

The energetic modes for W, the streamwise velocity component,
confirms that flow reattachment on the trailing surfdoed re-
gion) and separatioiblue region)on the leading and trailing sur-
faces are clearly the dominant events. The U mddesl-normal
velocity componentconfirm this observation, but also indicate
high values of the second mode near the trailing surface reflecting
impingement on the upstream face of the rib, and the upward
deflection of coherent structures by this face. The importance of
this upward deflection was evident in Fig. 7 in the form of the
counter-rotating vortex pair which penetrated into the core coolant
and induced large-scale mixing between the core-coolant and the
hot near-wall fluid. The spanwise velocity mod®3 indicate that
there are considerable spanwise movement of the flow and three
dimensionality associated with reattachméatd breakup of co-
herent structurgsand shear layer separation upstream of the rib

Fig. 11 Coherent structures over the trailing wall—three time
instances

Fig. 12 Coherent structures over the leading wall—one time (inducing spanwise instability and breakup of roller vortices seen
instance in Fig. 12).
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Fig. 14 Velocity components of the first two POD modes (top row: mode 1,
bottom row: mode 2) extracted from 200 snapshots for single module flow
fields
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Concluding Remarks

Large eddy simulations are performed for a rotating square d
with normal rib turbulators. The Coriolis force as well as th
centrifugal buoyancy parameter has been included in this study. A Bo
direct approach is presented for the unsteady calculation of non- D
dimensional temperature field in periodic domains with UWT Nu
boundary conditions. The results show that large scale vortices p
play a major role in the mixing between the core fluid and the Pr
near-wall heated fluid. The temperature field is driven by the q;
large-scale mixing, is inherently unsteady, and contains low fre- r
quency mode with long time periods. To resolve the low fre- Re
guency modes and to better understand coherent structure dynam-Ro
ics, simulations are performed in a computational domain T,
consisting of two inter-rib modules. Time sequences of vorticity T,,
components and temperature fields are presented to understand théJ,
unsteady flow physics and heat transfer processes. Along the lead- X
ing surface the spatial and temporal fluctuations of the tempera- Y
ture and velocity field are small, while along the trailing surface Z

significant fluctuations in the velocity and temperature field with Breek:

bimodal temperature distribution is observed. The instantaneous
heat flux distribution at the trailing wall indicates the lack of pe-
riodicity in successive inter-rib modules, and significant spatial
migration of the peaks with time indicating temporal variations of
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Subgrid scaléSGS)scalar flux vector
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Reynolds Number

Rotation number

Coolant bulk temperaturedimensional)
Wall temperaturgdimensional)

Filtered velocity field

Vertical direction(normal to ribbed surfaces
Spanwise directioriparallel to the ribs
Streamwise directioperiodic)

= Subgrid scaléSGS)stress tensor

Nondimensional temperature

the reattachment points downstream and separation points gpstarences

stream of the rib. Along the leading surface inter-rib modules
show reasonable periodicity in the heat flux profiles and muted ]
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Experimental Investigation of
Flow Structure and Nusselt
e Number in a Low-_Speed Linear
= asaicon | BlA0E Passage With and Without
s.acnara | Leading-Edge Fillets

Turbine Innovation and Energy Research (TIER) The potential of contouring the leading edge of a blade to control the development of the
Center, secondary flows in the blade passage and to reduce the thermal loading to the end wall is
Mechanical Engineering Department, investigated experimentally. Fillets placed at the junctions of the leading edge and the end
Louisiana State University, wall are used for contouring. Four different types of fillet profiles are tested in a low-
Baton Rouge, LA 70803 speed linear cascade a Reynolds numbers of 233,000 based on the inlet velocity. Images

of instantaneous smoke flow patterns show a smaller horseshoe vortex along the leading
edge with the fillets. In the passage, the fillets cause the passage vortex to be located
closer to the suction surface. Upstream of the throat, the normalized axial vorticity values
for the passage vortex and the turbulence intensity levels are smaller with the fillets
compared to the baseline. For the leading-edge fillet with a concave profile, the end-wall
Nusselt number distributions show significant reductions compared to the baseline.

[DOI: 10.1115/1.1865218

Introduction studies include Gallus et dl10], Hah [1], and Gregory-Smith

Secondary flows in turbomachinery blade passages are resp%'?f-j C.Ieal{12], who provide in-passage and exit-plane flow struc-
%s in the blade cascades.

sible for increased aerodynamic losses, and increased thenIY"lj ; . )
loading on the end walEW) as they transport higher temperature tudies have also been reported that determine the flow field
gases from the midspan regions to the EW regions. The horses 8(9 heat transfer around airfoils in the presence of fillets placed at
vortex formed at the leading edge, combined with the pressUfi€ Junction of the stagnation region and EW. Davenport et al.
gradients in the blade/vane passages, lead to a complex pas find that leading-edge _flllets do not prevent the formation of
vortex structure. Flow visualization studies by Goldstein andc Norseshoe vortex, but increase the distortion of the boundary
Spores[1], Langston et al[2], Sieverding and Boschg], and ayer thickness around a Wlng-boqu junction. Use of_ fairings and
| ’ ' akes at the nose of a symmetric wing-body junction to reduce

Wang et al[4] indicate that the pressure-side leg of the horsesh g . ;
vortex is a dominant constituent of the passage vortex syste rseshoe vortex structures is proposed by Simfsdi Sauer

: : : ‘al.[15]show that the total pressure loss is reduced considerably
Reducing the size and strength of the passage vortex is expected : : ed con
to contribute to a reduction in the aerodynamic loss, and in redJ¢h€n the blade leading edge near the EW is modified with a bulb
ing the fluid mixing between the core midspémhere the tem- Profile. Zess and Tholgl6] propose some design parameters for
perature profile peaksand the near-wall regions. The reducede_admg-edge fillets and show that an asymmetric elliptical fillet

mixing is expected to decrease the heat transfer to the EW. V: ':th height and !ength gqual to the incoming bouqdary layer
ous modifications proposed to control the secondary flows iHlickness and twice the incoming boundary layer thickness, re-

clude: fillets employed at the junction of the blade Ieading ed eCtiver, reduces Secondary flows, VOftiCity, and turbulent ki-

and EW, contoured EW profile, and coolant film injection through€tic €nergy. Shih and Lifi7]simulate secondary flows and heat
shaped holes in the EW. transfer in a vane passage with two types of leading-edge fillets

Several studies have been reported in linear blade cascade<yl inlet swirl. Their results show reduction of total pressure loss
developing the basic understanding of the secondary flow str ross the passage as well as reduced heat transfer coefficients

tures and heat transfer in the blade passage. Using the naphthal on the vane and E.W when fillets are e”.‘P'Oyed With.OUt inlet
sublimation technique, Himg et al.[5] and Goldstein et al6] swirl. However, they did not evaluate specific mechanisms re-

show the effect of laminar-to-turbulent boundary layer transitior pnsible for the improved pressure losses and heat transfer coef-

and the passage vortex system on the heat transfer on the bl igients due to the fillets. A computational optimization of a fillet

suction surface. Yamamofd@] compares measured Stanton numProfile is performed by Lethander et L8] for a vane passage.
ber and pressure loss, and Hermanson €84jprovide numerical

They conclude that the optimized fillet reduces the intensity of
comparison of Stanton number between the blade and the vaggondary flows by accelerating flows near the EW region. Recent
passages. They observe higher Stanton numbers in the blade g%gqlts with leading-edge b.U|bS and filld9,20]in a linear blade
sage than in the vane passage because of the larger turning an made show a decrease in the near-wall total pressure loss at the
influence of the passage vortex in the blade passage. Graz

it plane with the fillet.
et al.[9] apply different inlet boundary layer thicknesses and mea- he present investigation studies the effects of four different
sure the influences of the passage vortex on Stanton numbers &

s of fillets on the secondary flow structures and Nusselt num-
pressure gradients in the blade cascade passage. Other no p?gﬁlln the passage of a low-speed linear blade cascade. The blade

e is two-dimensional and represents the hub-side section of a
Contributed by the Heat Transfer Division of ASME for publication in toeg- GE_E3 first stage blade. Flow wsqahzatlon, VeIOCIty’ pressure, .and
NAL OF HEAT TRANSFER Manuscript received April 7, 2004; revision received’\.Iusselt number measurements n the passage are mad? with the
November 12, 2004. Review conducted by: P. M. Ligrani. fillets, and are then compared with the measured baseline data.
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This is the first experimental study in which the effects of differ ;
ent fillet profiles on the EW heat transfer have been studied. 2
/
Experimental Setup and Techniques g \
] [}
1 Linear Cascade Facility. Measurements are made in a NP l 7
. . o . R B | A/
low-speed wind tunnel shown schematically in Fig. 1. The win 0y 0 L= © /T
tunnel houses a linear cascade test section accommodating tt —\’\ ' Z \‘Hcated end-wall
two-dimensional GE-Ebladeg[21] that form two blade passages. ) Y- S% / region
The facility operates in an open-circuit suction mode with a 3.7 @ Fillet o o & -
H H H panwise traverse
kW duct fan blower drawing in air from the laboratory. The am ZoUT 1 | | Iocatibnfor hot-vite

|
bient air enters the inlet channel of aspect ratio 1.36:1 througt i 1 A Y
two-dimensional nozzle of contraction ratio 3.4:1, and then flow Xo/Cax= -0.040 Ilé).290 |500.740 9|%
through the test section. The height of the channel is the same as ’ ' ’
the blade span and thus allows no _clearance between the blaq Itgo 2 Coordinate system and measurement locations em-
and the EW. The four walls of the inlet channel and the two si ; :

. “Ployed in the test section

walls of the test section have cut out slots that allow bleed suction
of the boundary layer as well as control of the stagnation line on

the blade leading edge. The tailboards, pivoted at the trailin . -
edges of the two gide glades in the test secfion, are adjustable Wi es of the outer blade without any significant flow blockage or

external lead-screws. The tailboard adjustments enable equal g% reverse flow. The blade profile has machined slots along the
flow rate in the two passages. A passive turbulence grid madeSH" that a_lccommodate 1.65-mm-diameter steel tubes fitted with
cylindrical rods of diameter 12.20 mm is positioned in the channgl O-mm-diameter pressure tap holes. The bottom EW surface of

just downstream of the nozzle and @ 2ipstream of the center e test section and the center blade are instrumented with ther-

blade. The removable top EW of the test section has either n{%gcouples and Kapton™ encapsulated foil heaters. Figure 2

chined slots for automated traverse of five-hole and hot-wire ﬁnggtheer ivzs\lljézgeva;ﬁchg ?{ﬁg tt;%/ctl? igeaéﬂoah?ﬂgvzs |dee;) f
emometer probes or window sections with zinc selenide windo! ; h ) . Pper foil. _copp
for infrared camera measurements of the EW and blade tempe§ rface is painted fiat black for maximum emissivity during the

tures. The unused slots and holes are either masked with tap ncrrgtri(e)(rd];hbeerlrgzl t'&aﬁ::e%é:—2ﬂgggozgdezgz&’;sgfdnfg tﬁtesﬁtlei&;r
filled in with foam weather strips to prevent any air leakage fro ;

outside surfaces with double sided tape. The heater-thermocouple assem-

: . o is firmly glued to the bottom surface of the test section, and
Figure 2 shows the coordinate systems and slot positions eﬁ#y IS ; P
ploygd in the measurementsx(g,zg}; coordinates re?er to the (e pressure exerted by the blade weight and the top EW provides

global coordinate system originated at the farthest upstream pdgf_lmate contact between the heater element, the thermocouple
tion on the center blade. The local coordinat¥sY,Z) originate and the bottom end wall.

on the pressure side of the center blade and are parallel to the Fillet Profiles and Fabrication. Measurements are ob-
global coordinate system. The velocity componetds\(,W) are  tained with four different leading-edge fillets. All the fillets are

parallel to (X,Y,Z), while (Vs,V,,V,) are components of the manufactured using a three-dimensional stereo lithography sys-
streamline velocity vector.

The blade coordinates and passage dimensions are based on the

.04

hub-side section of the high-pressure first stage GBl&de and Table 1 Cascade test section parameters

on the annular passage geometry for tieeBgine[21]. The cas-

cade configurations employed for the measurements are scaleef\e‘iigf‘lcﬁg%dl;ﬁg%éc ((Ccmr%) gggg
ten times the actual geometry, and are provided in Table 1. Afk%{)ect ratio(true chaxd length to blade spa6/S 0.78
speed of 10.26 m/s is employed durlng the flow and heat transtifidity ratio (true chord length to blade pittic/P 1.23
measurements. Reynolds numbers in Table 1 are based on Skegnation temperatuf®, ;, (K) 302
actual blade chord length and inlet streamwise velocity. Thgagnation pressur, i, (Pa) 1.013(’)><105

blades are oriented at a zero-degree angle of attack to the flow. v‘%’;’;”'eetst"’r‘ggﬁwi‘;grsgfgcit upstredi,, (m/s) 10.96
shown in Fig. 1, a portion of the suction side of the outer blade gt Rgeynolds number Re v up ! 233.000
removed to widen the gap between the suction surface of thigstream streamwise turbulence intensity 4.0%

blade and the side wall, and therefore the air flows freely on both
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the end wall only, fillet 3B) blends to the blade only, and fillet 4
(curved EW&B)again blends both to the end wall and the blade.

3 Flow Visualization. Smoke is used to obtain the instanta-
neous qualitative flow structure in the blade passage. The smoke
in the channel is generated by applying coats of toy train liquid
smoke on smoke wiregsdiameter 0.051 cim which are then
heated by passing controlled dc current through them. Nine wires
are located about 1G upstream of the center blade stagnation
line and span across the width of the inlet channel, as shown in
Fig. 1. When air flows through the channel, plane sheets of white
smoke are generated from the wires that are placed both inside
and outside the boundary layer upstream of the blade passage. As
the sheets of smoke approach the passage, they are convoluted

. according to the shape and size of the secondary flows. A plane

Fillet 1 (EW&B) Y/8 Fillet2 (EW)

sheet of light generated with a 1000 W theatrical lamp illuminates
the smoke patterns inside the passage. The channel walls are made
Fillet 3 (B) Fillet 4 (Curved EW&B) of acrylic and are transparent to the light and the camera sensor. A
trip wire of diameter 1.30 mm is placed on the bottom wallGt.7
upstream of the center blade to trip the boundary layer.

The flow visualization pictures are recorded using a SONY
DFW-V500 digital video camera, and image capturing software
provided by the camera manufacturer, at a frame rate of 33 Hz
with 640%480 lines of resolution. Instantaneous images of the
recorded movie are then captured with the commercial software
Ulead VideoStudio™ 4.0SE Basic and further enhanced in Adobe
Photoshop™ v8.10. The relative positions of the camera and light
plane where the smoke flow pattern is illuminated are shown in
Se/Cax z/p Fig. 2. The relative position of the camera changes with the loca-
tion of the light plane since the camera is focused approximately
normal to the light planes. However, the camera position remains
the same when images are captured in a plane for the baseline
(without fillet) case and the four filleted cases. The images are
obtained for an inlet bulk flow velocity of 0.80 m/s, which pro-

) ) vides a Reynolds number of 18,200.
tem. The profiles of the fillets are selected based on the work

reported i15—18. The fillets are attached to the junction of the 4 Flow Structure Measurement. Flow structure is mea-
blade leading edge and the bottom end wall. No fillets are ergured with a subminiature five-hole pressure probe of tip diameter
ployed at the junction of the top wall and blade leading edge. THe30 mm and a two-wire constant temperat(we hot-wire) an-
profile geometry and the shape of the fillets employed in tfe@mometer. The five-hole pressure probe is calibrated in the inlet
present experiments are shown in Fig. 3 and Table 2. The higheBannel of the test facility for yaw and pitch angles between
point of the fillet is located on the stagnation line of the blggle +30° and—30° at a streamwise velocity of 10.26 m/s. The detail
and has the same height as the boundary layer thickness of ga@struction and calibration of the five-hole pressure probe is pro-
incoming flow. As shown in Fig. 3, the edge along the outer p&ided in Ligrani et al[22,23]. Pressure signals from the tubes of
riphery of the bottom section of the fillet is elliptical, and extendghe five-hole probe are obtained in a HP3497A data acquisition
more on the blade-suction side than on the pressure side makbegtrol unit through Omega differential transducers. The con-
the profile asymmetric. Thus, the profile of the ellipse is differerverted voltage signals from the data acquisition unit are finally
on either side of the stagnation line, but both profiles have tipocessed in a Dell Dimension 2100 desktop PC. The calibration
same curvature where they meet along the plane extending frenrves for the transducers and five-hole probe are applied to the
the stagnation lindat zero-degree angle of attack’he surface voltage signals to deduce the local total pressure, static pressure,
profile of fillets A(EW&B), 2(EW), and 3(B)varies linearly in the and velocity components of the flow. The pressure and velocity
direction normal to the blade surface, whereas the profile heightare determined after spatial resolution and downwash corrections
the fourth fillet (curved EW&B)is defined on a concave circular[23] because of the finite tip diameter of the probe. The sensors,
arc in a direction normal to the blade surface. The notation useddalibration stand, signal conditioners, data acquisition unit, and
represent the fillets describes how the fillets are blended to ttata processing software for the hot-wire anemometer are all pur-
end-wall or blade surface. Thus, fillet(EW&B) blends simulta- chased through TSI. Both the five-hole and hot-wire probes are
neously toward the end wall and the blade, fill§E2V) blends to traversed in a plane through the top-wall slots shown in Fig. 2

| Stagnation
= Point

X/Cax

e

Fig. 3 Profile geometry and shape of the four types of fillets

Table 2 Fillet parameters

Fillet name Description (Y1) max (XICay) max Sss/Cax Sps/Cax

Fillet 1 (EW&B) Blends into the end wall and 0.10 0.299 0.566 0.322
blade wall with a linear profile

Fillet 2 (EW) Blends into the end wall only 0.10 0.299 0.566 0.322

with a linear profile
Fillet 3 (B) Blends into the blade wall with 0.10 0.299 0.566 0.322
linear profile

Fillet 4 (Curved Blends into the end wall and 0.10 0.299 0.566 0.322

EW&B) blade wall with a curved profile
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with the Unislide two-axis motorized traverse and Velmex Inc. Table 3 Upstream boundary and reference properties
stepper motor controller. The sampling rate at which data is ag -

; : . : erage upstream reference velodity,; (m/s) 10.26
qmred and time averaged is 20 Hz over a 40 s p_erlod for t erage reference static pressmbeloﬁfatmospher)c 121.9
five-hole probe, and 5 kHz over 1.60 s for the hot-wire anemone ., /(Pa, gage)
eter. Static pressure on the blade profile is measured with theerage reference total pressuteelow atmospheric 60.5
pressure tap fitted steel tubes located in the grooves on the blég;eo (Pa, gage)

profile. The tubes are mounted flush with the blade profile and L;,T;’Sg%fgf {htiré:frl,(ggg(f,m;) 48_‘2
not obstruct the flow. Rubber tubes connect the steel tubes tavamentum thicknes$2 (mm) 6.6
Validyne differential transducer which, in turn, is connected to &
HP3497A data acquisition unit controlled by a Dell desktop PC.

The probe is traversed in the pitch direction at each span loca-

tion starting from the bottom EW to the midspan Xg/C,y "C
S Ycon
=0.16 andXg/C,4=1.04. The nearest data location in the span- Nu= (T——T)k (1)
wise direction is 4.0 mm above the EW; any closer position of the wall = TinJRair
probe tip to the EW influences the flow structure in the gap be- Arory = (VI—Qcond/Aneater (2)

tween the probe body and the EW. For the same reason, dfa . . .
% air properties are measured at the reference inlet temperature.
all

measurements very near to the blade surface are avoided. . :

probe tip is oriented along the average inviscid streamwise direc-: temperatureT, I obtained _from t_he thernjocoupl_es and
tion between the blades to minimize the yaw-pitch angle corre%‘:"“brat?d pixel gray-scale valu_es in the |_nfrared image f'eld.' The
tions. Convective wall flux in Eqg.(1) is determln_ed after subt(actlng

conduction heat loss from the total power input to the foil heater.
5 Heat Transfer Measurement. Thermocouple and infra- Voltage and current measurements in E2) provide the total

red signature of the heated EW provide the temperature measit@wer supplied to the heater. The conduction IQgg,q in the
ments. The blades are not heated and the blade surfaces caff¥ "egion is measured based on one-dimensional conduction
considered to be adiabatic. The leading-edge fillets are not instiitough the EW acrylic surface. To measure the conduction heat
mented with the heater and thermocouples, and thus no tempapsS: the EW heater surface is covered with three layers of
ture data are measured on the fillet surface. The foil heaters on figrmocouple-embedded Styrofoam™ insulation. The heater is

EW provide a constant heat flux boundary condition in the te en powered up with no air flow inside the channel. When the
section, while the outside of the EWs are insulated with plywoo eater temperature reaches steady state, the heat loss through the

As shown in Fig. 2, heating of the bottom EW surface starts terfongM inSI;]Iati_on ?1e_asu|red from thg temp()je;ature hdiffer-I
0.063C,, upstream of the blade passages. Infrared images are shees between the insulation layers Is subtracted from the tota
tained V>\(Ii'[h a Raytheon Radiance HS 2012 model camera a wer input in the heater. The energy balance then det(_ermlne_s the
frame rate of 33.3 Hz. The camera views the bottom EW throu duction loss through the acrylic EW and plywood insulation

. Lo er outside to the atmosphere. Since this conduction loss is de-
a zinc-selenide window located on the channel top wall. Seve
such window locations on the top wall are used and provide the
coverage needed to image most of the EW between the center
blade and the pressure-side blade. Images from the camera
transferred to a desktop PC through an image grabbing PCI bo
and ImageDesk™ v.2.1 software ove5 s period. The recorded
images are in a gray-scale form with 12 bit/pixel and 2256
pixel resolution. The dimension of each imaged field of view i
about 14 cm by 14 cm, and the corresponding pixel resolution
0.5 mm by 0.5 mm. The pixel gray-scale values in the time
averaged image are then converted to local Nusselt numbers §
applying the in situ calibration, and an energy balance that &
counts for heat losses through the bottom wall. The in situ ca 5=
bration procedure uses the measured thermocouple temperat
logged in with a HP3497A data acquisition unit. The spatial loce
tions of the pixels are calibrated using the predefined coordina:
of thermocouple in an image field. Temperature measureme
with the thermocouples and the infrared images at the same pc
tion of the camera are then obtained simultaneously. Pixel gre
scale values at the thermocouple locations and thermocouple te
peratures then provide a calibration of the infrared images. In ee
time-averaged image, corresponding to a top-wall window pos
tion, 8 to 12 calibration data points are available. Sargent et
[24]and Mahmood et a[.25] provide additional details on infra-
red thermography and in situ calibration technique. The Nuss
number data in an image field are combined with the Nusst
numbers in the adjacent image field to provide the surface dist
bution of Nusselt numbers in the blade passage. Nu data in 1
overlapping region of the adjacent image fields are averaged wr
combining two such image fields. All the measurements are o
tained when the test section reaches steady state and tempere
varies within=0.1°C. -

The Nusselt number is determined from the following equations

with the blade actual chord as the length scale and passage ipigt 4 Flow visualization images of secondary flows in the
average temperature as the reference temperature. stagnation-line plane with and without fillets

Baseline

e

Fillet 1

4

Fillet 2

Fillet 3

Fillet 4
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Fig. 5 Flow visualization images of secondary flows in a pitch- Fig. 6 Flow visualization images of secondary flows in a pitch-
wise normal plane at X/ Ca,=0.05 with and without fillets wise normal plane at  Xg/C,,=0.285 with and without fillets

pqugnt L:pon tEe terrtﬁ)eratt)ure dlﬁer?ncedbeUNeen tt)h? heater anderial is neglected. Radiation loss to the surrounding is assumed
outside atmospnere, the above-mentioned energy balance IS pelpe negligible as the wall temperature varies between 35 and

formed for different heater temperatures on the end-wall. TI%oC and hence, is not accounted for in the Nu computation
functional dependence of the conduction loss on the temperature ' ' '

difference between the heater and ambient air then provides & Uncertainty Estimates. Uncertainties in the measured
measure of conduction loss during the Nu measurements. Tdega are estimated according to the methods in Holf2éhand
conduction heat loss from the EW during Nu measurements Noffat [27], and presented here based on a 95% confidence level.
generally within 3.0% of the total heater power. The blades akéncertainty in the total pressure near the EW is 3.0% and away
made of solid wood and any conduction loss through the blafftem the EW in the inviscid flow region is 6.0%. Static pressure
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Fig. 7 Normalized axial vorticity ~ w,C/U,¢f and pitchwise velocity W/ U, in a pitchwise normal plane at  Xg/C,,=0.215 for
the baseline
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Fig. 8 Normalized axial vorticity component w,Cl/ U, in a pitchwise normal plane at  Xg/C,,=0.215 with fillets

has uncertainties of 4.0% and 7.0% near the trailing edge anidues agree quite well with each other. Reference quantities in
leading edge, respectively. Streamwise velocity varies approXiable 3 are the ensemble averages of the data measured in this
mately within =0.40 and=0.20 m/s near the EW and in the in-plane. Since the cascade operates in a suction mode, the pressures
viscid region, respectively. The corresponding uncertainties areasured are below atmospheric pressure. The boundary layer
10.0% and 5.0%. The maximum uncertainties in the thermocouggdeoperties in the table are estimated by numerically integrating the
temperature and heat flux are 0.75% and 6.5%, respectively. Theasured velocity data using theTLAB function “trapz.m.”
uncertainty in pinpointing the thermocouple location during the in

situ calibration contributes the most in the uncertainty of Ew 1 Instantaneous Secondary Flow Structures. Instanta-

Nusselt numbers. EW Nu uncertainties near the inlet and pass&?@us images from _smo_ke flow visualization are obtained in three
throat area are 6.9% and 6.3%, respectively. planes: the stagnation-line plaiiéne plane parallel to the zero-
degree angle of attack and going through the center blade stagna-

. . . tion line) and two parallel planes inside the passage between the
Experimental Results and Discussions center blade and the pressure-side blade. The planes inside the
The upstream boundary conditions and the reference quantitEEssage are parallel to the inlet plane and located at the axial

used to normalize the data are presented in Table 3. The upstrefistancesXs/C,,=0.05 and 0.285. Figures 4 to 6 present snap-
data are measured in a plane located 100 mm upstream of the isledt images of secondary flow patterns in these three planes for
plane of the blade passage. Both the hot-wire anemometer andttiee baseline case, and when the leading edge are contoured with
five-hole pressure probe are used to measure the upstream cotidifillets. The locations of the light plane and the camera view are
tions, and the mean velocities with the two measurement tecdso shown in the figures.
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Fig. 9 Normalized pitchwise velocity component W/ U, in a pitchwise normal plane at  Xg/C,,=0.215 with fillets

In Fig. 4, all the images show a clear structure of the horseshdeces the size of horseshoe vortex in the leading-edge region. In
vortex. The horizontal bright white line at the bottom of eacladdition, immediately behind the visible horseshoe vortex in the
image is the location of the EW and the wedge-shaped objectifisages of Fig. 4, smoke traces indicating the development of a
the fillet location. The top horizontal smoke line in the images isecondary vortex is visible. The apparent shape and size of this
located about 55 mm above the EW. When the sizes of the horsecond structure is about the same as the primary horseshoe vor-
shoe vortex patterns in Fig. 4 are compared, it is clearly evideteix shape and size. The two structures merge into one periodically,
that the vortex patterns are smaller for the fillets than for thes has also been shown[#]. The primary vortex structure for the
baseline. As the boundary layer moves up the fillet surface alobgseline unfilleted case is at least twice the size observed for the
the stagnation-line plane, the flow area in the blade-span directiifeted cases.
is reduced leading to the boundary layer fluid being displacedFigure 5 presents the instantaneous structures of the pressure-
away from the stagnation-line plane to maintain mass consensde leg of the horseshoe vortices in the pitchws& plane at
tion. Therefore, the reduction in the size of the horseshoe vort¥x /C,,=0.05. The pressure side of the passage is located on the
can be considered to be a consequence of the displacement ofriplet side of each image, and its outline along with that of the EW
boundary layer fluid away from the stagnation location. Furthecan be seen in the images. A pair of distinct vortex roll-up in the
the fillets introduce a pressure gradient in the direction from tleockwise rotation is visible for all cases. Due to the pitchwise
fillet leading edge to the blade leading edge, which is counter tlisplacement of the flow by the fillets, the location of the vortex
the adverse pressure gradient on the blade/fillet leading edge thait is farther from the pressure side for the filleted cases com-
drives the horseshoe vortex. Thus, the presence of the fillet pared to the baseline. The location of these vortex structures also
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depends on the strength of the crossflow near the EW since 1
crossflow from the pressure to suction side sweeps the structu
towards the suction side. The right-side vortex of the pair repr
sents the primary horseshoe vortex in the stagnation-line plane.
general, the size of this primary pressure-side vortex is smaller f 04
the filleted casesconsistent with the size of the structures in the
stagnation-line planeompared to the baseline. Fillets 1, 2, and 4 _
where the fillets blend into the EW, show a smaller structure the

fillet 3, where the fillet blends only to the blade. The secon 0.3
vortex on the left of the pair is also smaller for the filleted case

As noted earlier, the vortex structures do exhibit some period»= .
unsteadiness, with the two vortex structures periodically mergir

into a single structure. This is also observed in the pair ¢ 02
pressure-side vortices in Fig. 5.

Figure 6 presents flow visualization images in the pitchwis
plane atXg /C,,=0.285. The main flow direction is into the plane 0.1
of the images, and the right and left edges of the images cori :
spond to the pressure and suction sides of the passage, res|
tively. The full passage is shown, and the surfaces correspondi
to the pressure and suction sides can be seen in the images. As 0
location of the image plane is further downstream, the passa
vortices are now located closer to the suction side, driven there
the crossflow pressure gradients from the pressure side to the s
tion side. While there are essential differences in the vortex struc-
tures for the various cases, at this axial location, the size of th. 10 Total pressure loss coefficient — Cp joss in @ pitchwise
structures appear to be comparable. However, the locations of tteemal plane at Xs/C,,=1.071 for the baseline
passage vortices appear to be nearer to the suction side for the
filleted cases than for the baseline.

From the images shown in Figs. 4-6, it would appear that thge magnitudes for fillet 2 are slightly higher than for other fillets.
fillets reduce the size of the passage vortex structures near Weh fillets 1, 3, and 4, the peak vorticity magnitude exhibits a
leading edge, and upstream of the throat. However, downstreant@fiuction of nearly 50% over the baseline case.

Xg/Cax=0.285, the passage vortex structures appear to haverhe magnitudes of the pitchwise cross fla/U,.; for the
grown to comparable sizes, and the main role of the fillets, froffllets in Fig. 9 are different from those for the baseline, especially
the smoke visualization, appears to be a shift of the structurggar the EW betwee¥/S=0.0 to 0.03, and confirm the observa-
toward the suction surface. It should be noted that these flaigns made in the vorticity plots in Fig. 8. In this region, the
visualizations are done at lower Reynolds numbers than thosereferse flow regioriwith W/U,.¢>0.0 near the EW)s smaller

the five-hole probe and heat transfer measurements, and there{gitd the fillets than for the baseline, again indicating a weaker and
provide only a qualitative measure of the effects of the fillets. smaller passage vortex structure with the fillets. The crossflow
velocities from the pressure side to the suction side, with

2 Time-Averaged Secondary Flow Structures. Time- : : .
averaged flow structures are measured at an inlet velocity of 10.\%U"9f<0'0 in the near-wall region'{/S<0.03), have higher

m/s using a five-hole probe and a hot-wire anemometer. This sg&@gnitudefs for thg f”.leted cases than for the baseél.ihrse to thg
tion presents measurements of axial vorticity, mean pitchwise \%_essure side). T.h's IS a consequence O.f the physical def_lectlon of
locity, total pressure loss coefficients, streamwise turbulence i e flow by the fillets on the pressure side. These negative mag-

tensity, and streamwise velocity. Figure 7 presents normalizEHUdeS are particularly the highest for fillet 3 followed by fillet 4,
among all the configurations.

gi);::ak:m\/li(s)gli:glrnigld pﬁ)grfg\qlsze ;;/lglr?g)ltgt r)1(ea/rcthe_ (I)E \évlée%?qh'g a Figures 10 and 11 present total pressure loss coefficients for the
. G/ ~ax— Y- . " . . . .

baseline. These measurements are derived from the five-hgrgsne;'g%(ar}% fllljztle87ias$ﬁ;CLeﬁspﬁ) (gla:;gg,jdrs]ttggvfr:t's(:t?gg?ne Or;c;[lrgal

probe data. Locatiol/P =0.0 (right side of the plotEorresponds qéit pIaneGof tahxe bllade ’passage. The loss coefficient is computed

to the pressure side, while the left side of the plot correspondsfrom the five-hole probe total pressure measurements using the
the suction side of the passage at that location. \Vortieifyis . . 'p P 9
following equation:

computed from the velocity componené andV in this plane.

05

- - i —
Pressure side Suction side

The magnitudes of the normalized vorticity just above the EW Pioto— Prot
region are high because of the passage vapexrnarily the pres- Cpt,loss:ospT (3)
. ref

sure side leg of the horseshoe voitekhe negativeN/U s mag-
nitudes in Fig. 7 correspond to the cross flow from the pressurelto Fig. 10, the high magnitude of the loss coefficients in the
the suction side. It is clearly seen that just above the EW thesection-side region betweetiP=0.05 to 0.25 and//S=0.15 to
magnitudes are positive indicating a reverse flow region becau80 is associated with the passage vortex. According to Wang
of the passage vortex. et al. [4], the passage vortex, which is dominated by the
Figures 8 and 9 show the normalized axial vorticity and pitctelockwise-rotating horseshoe leg on the pressure side, is strength-
wise velocity for the filleted cases at the same locations as in Fened by the crossflow and the incoming boundary layer, and lifts
7. The locationsZ/P=0.0 and —0.65 again correspond to theaway from the EW somewhere in the middle of the passage. Fig-
pressure and suction sides, respectively. No data are presenteril1l shows that the center location of the passage v@der-
near the junction of the blade and EW because of the presencdifiéd by the eye of the contours associated with the passage vor-
fillet profiles. Whenw,C/U,.; magnitudes near the EW in thetex) for the filleted cases is about 0920 0.025S(or 9.0 to 11.0
region —0.45<Z/P<—0.15 andY/S<0.03 are compared, the mm) above the center location for the baseline passage vortex.
baseline values vary between9 and —50, while the data for The stronger end-wall cross-flow in the passage with the fillets
filleted cases generally vary between8 and —27. Thus, the (see Figs. 7 and 9ifts the passage vortex higher than the location
fillets weaken the passage vortex structure at this location. Coof-the baseline passage vortex. Except for fillet 1, no reduction in
paring the various fillet cases with each other, it can be seen tlia pressure loss coefficient is seen with the fillets at this location.
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Fig. 11 Total pressure loss coefficient  C; ;055 in @ pitchwise normal plane at X/ C,,=1.071 with the fillets

Rather, for fillets 3 and 4, they are higher, presumably a congbe baseline case than for the filleted cases, for which, as indicated
guence of the stronger pitchwise velocit{U,.¢) near the fillets by Kang and Tholg28], the EW region flow deviates less from
on the pressure side observed for these two céses Fig. 9). the direction of midspan streamlines, resulting in smaller pitch-
Note also in Figs. 10 and 11, the loss contour magnitudes are vavrige velocity. This is consistent with the weaker crossflows in the
high in the small region betweety P=—0.06 and 0.06, and be- EW regions with the fillets than for the baselites seen earlier in
low Y/S=0.04. This is the EW-blade junction region immediatelyFigs. 7 and 9). The lower turbulence intensity for the filleted cases
downstream of the blade trailing edge. The corner vortices arelikely to have a beneficial impact on the EW heat transfer.
responsible for the high contour values in this region. Figure 13 shows the streamwise velocity distribution at two
The effects of the crossflow with the fillets are further eviderdxial chord locations X¢/C,,=0.29 and 0.50). Boundary layer
in the streamwise turbulence intensity and streamwise normalizeffiects appear to extend up to 10%-15% of the blade span. No
velocity distributions in Figs. 12 and 13, respectively. The data significant effects of the fillets are seen since these effects are
the figures are presented along the pitchwise line located at f@marily confined to the EW region, and influence the secondary
middle of the passage at different axial locations. In Fig. 12, tufftows to a greater extent.
bulence intensity values fron¥/S=0.0 to 0.10 and from Figure 14 shows the static pressure coefficient distributions
Xg/Cax=0.16 to 0.50 are high in general because of the boundlong the blade surface with and without fillets at the spanwise
ary layer and passage vortex system. The high values then liftslopation Y/S=0.33. TheC, coefficients are determined from the
to the locations betweeYi/ S=0.08 andY/S=0.17 further down- difference of measured reference static pressure and surface static
stream atXg /C,,=0.97 as the passage vortex system lifts awgyressure normalized by the reference dynamic head. The blade
from the EW region. It can also be seen that in these high turbsurface coordinate/C=0.0 is located at the suction-side trailing
lence intensity regions, the values are higher for the baseline theaige. As shown, th€,, distributions are the same with and with-
for the fillets. This indicates a more turbulent boundary layer fayut the fillets. This illustrates the fact that the pressure distribu-
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Fig. 12 Streamwise turbulence intensity distribution in spanwise direction at pitchwise passage middle position and at dif-
ferent axial locations with and without fillets

tions on the blade surface at 33% span are unaffected when thduction of turbulence intensitiédsee Fig. 12). However, as the
fillets are employed. However, the overall blade loading was nffbow accelerates toward the throat region, Nusselt numbers in-
measured, and is an issue that needs to be considered by dfease again, and Nu values in excess of 1000 are noted in the
turbine designer. vicinity of Xg5/C,,=0.9. When Nu values for the baseline are

3 Nusselt Numbers. Nusselt numbers on the EW and bladeompared with those obtained with filletSigs. 16-19), Nusselt
surface are measured with constant heat flux boundary conditidmbers are clearly smaller with the fillets from the inlet until
and for an inlet velocity of 10.26 m/s. All other conditions in thetboutXg/Cg,=0.50. This is primarily because of the reduction in
channel are as same as for the time-averaged flow measuremghgs.size and strength of the pressure-side leg of the horseshoe
Figures 15 to 19 show the Nusselt number distributions on the Evortex with the fillets, as seen earlier in the measurements of the
for the baseline and fillets. No data are presented on the filxial vorticity and the pitchwise velocity componeifiigs. 7-9),
surface as the fillets are not heated. Nusselt numbers are generaiiigt in the flow visualization imagéalthough these were taken at
high in the region betweeKg/C,,=0.0 andXg/C,,=0.20 be- a lower Re, but depict qualitative behaviofhe Nusselt number
cause of the thermally developing flow in this region since theeduction is substantial in certain regions. For example, for fillets
heating of the EW begins at 0.063, upstream of the passage2 and 4, the reductions are in the range of 25%-35%. Down-
inlet. The peak Nu values move towards the suction side of tisgream of the locatioXs/C,,=0.75, Nusselt numbers are much
passage as the passage vortex system migrates toward this silser to each other for the various caésghin 10%-15%, and
The Nu values initially decay due to the thermal development, aodly fillet 4 shows consistently lower heat transfer compared to
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at difference axial locations with and without fillets. Legends for the symbols are shown in Fig. 12.

the baseline. In fact, the Nusselt numbers are slightly higher facross the entire pitch a¢;/C,,=0.453. Fillet 3 also produces
the fillets 1, 2, and 3 compared to Nu for the baseline case ahidher Nu than the baseline near the pressure side at this axial
fillet 4 (which shows the lowest Nu values consistentds noted location due to the stronger crossflow. In the axial location
earlier, with increasing downstream distances, the passage voex/ C,,=0.881 in Fig. 20, the Nusselt numbers are higher for
structures become comparable in sigg. 6) for all the cases, fillets 1, 2, and 3 than for the baseline and fillet 4. However, the
and the turbulence intensities also become compaidide 12). Nu distribution for fillet 4 is still lower at this location relative to
Therefore, some of the beneficial effects of the fillet are loshe baseline. Note also that the Nu value increases near the pres-
downstream of the throat region. sure side for all the configurations At /C,,=0.881 due to the
Figure 20 presents the local Nu distributions in the pitchwisgressure-side corner vortex.
direction at different axial locations. The plotted data is extracted Figure 21 compares the pitchwise-averaged Nu distributions in
from the results in Figs. 15 to 19 to enable a more direct compatite axial direction between the baseline and the filleted cases. To
son between the various cases. As shown in Fig. 20, Nusselt nurompute the average Nu at a giveég/C,, location in this figure,
bers are significantly higher for the baselineXg/C,,=0.202
across the entire pitch, and At;/C,,=0.453 near the suction
side compared to the Nu for the fillets at the same locations. Nu

data for the fillets near the pressure sid&XgfC,,=0.202 are not -1.21
presented because the fillets are not heated. Among the fillets, .
fillet 3 produces much higher Nu values than any other fillets i
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Fig. 16 EW Nusselt number distributions for fillet 1 (EW&B) X6/Cax

Fig. 18 EW Nusselt number distributions for fillet 3 (B)

local data along the pitchline at thXi;/C,, location are aver-

aged. Note that in the region covered by the fillets, there are no

heat transfer data over the filleted region itself. The baseline aaverage Nu for the baseline. DownstreamXef/C,,=0.75, the
erage Nu values are much higher frotg /C,,=0.0 to 0.25 com- average Nu values are higher for fillets 1, 2, and 3 than for the
pared to the average Nu values for the filleted cases because oftithseline and fillet 4, as noted earlier in presenting the local results.
weaker and smaller passage vortex structures, as mentioned Ibegeneral, the average Nu values are consistently lower for the
fore. In this region, fillet 2 shows the lowest average Nu valuetllet 4 relative to the baseline, while the fillet 3, which shows the
BetweenXg/C,,=0.35 andXs/C,,=0.60 the average Nu val- worst performance overall, lower Nu relative to the baseline are
ues are about 10% to 20% smaller for fillets 1, 2, and 4 than tbserved only upstream &g /C,,=0.50.
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Fig. 19 EW Nusselt number distributions for fillet 4 (curved
Fig. 17 EW Nusselt number distributions for fillet 2 (EW) EW&B)
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Fig. 20 EW Nu distributions in pitchwise direction and at dif-
ferent axial locations for baseline and fillets. Symbol legends
are shown in Fig. 21.

Summary and Conclusions

Experimental results are presented on flow structures a
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Fig. 21 Pitchwise-averaged EW Nusselt number distributions
in axial direction for baseline and fillets

showing the lowest heat transfer to the end wall. Total pressure
loss coefficients in a pitchwise plane just downstream of the exit
plane indicate no reductions in the total loss profile, but show that
the fillets shift the passage vortex upwards by about .62
0.025S Turbulence intensity magnitudes at different axial loca-
tions indicate that the fillets reduce the turbulence intensity in the
near wall regions upstream of the throat. This mechanism also
contributes to the lower EW heat transfer observed upstream of

the throat.
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Nusselt numbers in a linear blade passage with and withou

leading-edge fillets. Four different fillet profiles are studied: fillet
1 (EW&B) blends the linear profile simultaneously toward the end
wall and the blade, fillet ZEW) blends the linear profile to the
end wall only, fillet 3(B) blends the linear profile to the blade
only, and fillet 4 (curved EW&B) blends a concave circular
curved profile both to the end wall and the blade. The objective of

Aneater =

Cax =

C, =

Cpt,loss -
|

the study is to explore the potential of the different fillet profiles in =

reducing the secondary flow structures and Nusselt numbers on
the end wall. Instantaneous flow visualization images show
smaller horseshoe vortex structures in the stagnation region with

Nu =
P =
Poin =

the leading-edge fillets compared to the horseshoe vortex structé?g,; o, Pioto =
for the baseline case. In the passage region, the secondary vortex

structures are smaller in size near the leading edge, but the struc-
tures become comparable in size as the throat region is ap-
proached. The flow structure measuremdfite-hole probe and
hot-wire anemometpyalso show smaller magnitudes of near-wall

Pt =
Qcond =
Re, =
S =

vorticity and lower positive values of pitchwise velocity in the T;,, Ty =
region between the leading edge and the throat, indicating weaker

passage vortex structures in this region. The EW Nusselt numbers

Twan =

are therefore generally lower for the filleted cases upstream of the U, V, W =
throat, while further downstream the Nusselt numbers for the vari-

ous cases are closer to each other, with only fillet 4 consistently

Journal of Heat Transfer

Uer =

menclature

heater area exposed for convection

actual chord length of scaled up blade profile
axial chord length of the scaled up blade pro-
file

static pressure coefficient on blade surface
total pressure loss coefficient

measured current through heater

Nusselt number

blade pitch

stagnation pressure on blade surface
average static and total gage pressure in refer-
ence plane, respectively

measured total gage pressure

conduction heat loss

Reynolds number, defined as;RepU,¢:C/uair
span of the scaled-up two-dimensional blade
average temperature and stagnation tempera-
ture in reference plane, respectively

surface temperature

velocity components inX,Y,Z) coordinate
system

average streamwise velocity in reference plane
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Vs, V., V, = velocity components in streamline coordinate External Heat Transfer For Turbine Vanes and Blades With Secondary Flow-
y system fields,” Proc. ASME Turbo ExpcASME, New York, GT-2002-30206.

_ . di [9] Graziani, R. A., Blair, M. F., Taylor, J. R., and Mayle, R. E., 1980, “An
X, Y, Z = Cartesian coordinate system Experimental Study of Endwall and Airfoil Surface Heat Transfer in a Large

Kair = thermal conductivity of air Scale Turbine Blade,” J. Eng. Powel02(2), pp. 257—267.
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6, 81, 82 = properties related to boundary layer thickness [12] Gregory-Smith, D. G., and Cleak, J. G. E., 1992, “Secondary Flow Measure-
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_ .. [14] Simpson, R. L., 2001, “Junction Flows,” Annu. Rev. Fluid MecB3, pp.
w = VOI’lICIty 415—443.
Subscripts [15] Sauer, H., Mier, R., and Vogeler, K., 2001, “Reduction of Secondary Flow
Losses in Turbine Cascades by Leading Edge Modifications at the Endwall,”
G = global coordinate ASME J. Turbomach.123, pp. 207-213.
air = properties related to air [16] Zess, G. A., and Thole, K. A., 2001, “Computational Design and Experimental
— 1 P ; ; Evaluation of Using a Leading Edge Fillet on a Gas Turbine Vamggdc.
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blad.e X [17] Shih, T. I-P,, and Lin, Y.-L., 2002, “Controlling Secondary-Flow Structure by
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o, ref = reference quantity Surface Heat Transfer,Proc. ASME Turbo ExpoASME, New York, GT-
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Turbulent Transport in Film
Cooling Flows

Atul Kohli This experimental stu_dy was _performed on a single row of rognd ho_Ies with_a 35° s_urface
400 Main Strest. M/S 165-16 angle, representing film cooling geometry commonly used in _turblne engines. Slml_JIta-

Pr’att&Whitney’ neous velocity and temperature measurements were made using a co!d-wwe in conjunc-

East Hartiord. CT 0610é tion with a LDV. The experimentally determined cross correlanon_s provide a d|_rect_ indi-
' cation of the extent of turbulent transport of heat and momentum in the flow, which in turn

David G Bogard governs dispersion of the film cooling jet. Actual engine env_ironments_ _have _eIevated

* mainstream turbulence levels that can severely reduce the cooling capability of film cool-
ing jets. Clearly, the turbulent transport for very high mainstream turbulence is expected
to be markedly different than that with low mainstream turbulence, and would improve
our understanding of the mechanisms involved in the dispersion of film cooling jets.
Experimental cross-correlation data was obtained for two vastly different freestream tur-
bulence levels (0.6% and 20%) in this study. For this purpose, eddy diffusivities for
momentum and heat transport were estimated from the measured data. These results will
help develop new turbulence models and also explain why gradient diffusion based mod-
els do not give good predictions relative to experimental results.
[DOI: 10.1115/1.1865221

Mechanical Engineering Department,
University of Texas,
Austin, TX 78712

Introduction Eddy diffusivity measurements in the wall-normal and lateral

irections using triple-wire anemometry were reportefdipfor a

film cooling of gas turbine blades. Most of the experimental work cooll|ng flow. Results showed that.momentum transport |n.the
: teral direction was greater than that in the wall-normal direction.

dong in this area has .concentrateq on improving filmlcooling er- Fluctuating temperature measurements are reportgslajfor
fectiveness by changing geometrical parameters, without mugr}

; 2 ) . ypical film cooling flow with low and high freestream turbu-
attention to a description of the_ flowfield. As a result, there 'S.I@nce(zo% turbulence intensityAnalysis of pdf's and spectra of
fundamental lack of understanding of the mechanisms governi

. ) : e fluctuating temperature indicated that for low freestream tur-
the transport of heat and momentum in the film cooling procesg,jance the coolant dispersion is primarily due to large scale tur-
. . L ; . ehiffent structures generated by the shear layer between the main-
Improve modeling capabllltles_of the f”m. coolm_g process, _angtream and the coolant jet. However, for high freestream
will lead to concepts for reducing dispersion of film cooling jetgy,ryylence, turbulent structures in the freestream turbulence domi-
and improving effectiveness. Current numerical and analyticghiaq.
film cooling models are unable to make good effectiveness pre-pg indicated above, there have been previous studies of the
dictions especially near the injection locatiph]. This suggests g, hylent velocity field associated with film cooling flows, and of
that transport mechanisms present near the injection location gfg,jent fluctuating temperature fields associated with film cool-
different from those in the far-field region and are not being moqhg flows. However, there have been no previous studies in which
eled correctly. ] o ) simultaneous velocity and temperature fluctuation measurements

Although most film cooling literature consists of surface megyaye heen made. These measurements are necessary to determine
surements, there are a few studies that have attempted to dag-tyrbulent transport of heat in a film cooling flow field.
ment the turbulent transport of momentum in film cooling flows | current Reynolds Averaged Navier-StokK&ANS) type nu-
by making field measurements. Mean and '_[urbulent veIOCIty_COTHTericaI predictions the local generation of turbulence is controlled
ponents were measured fig2] using triple-wire probes for a jet maijnly via the local velocity gradients and routinely use turbu-
injecting at 90° to the mainstream with velocity ratios ¥R.5, 1, |ence models that make the assumption of isotropic turbulence.
and 2. It was found that the turbulent kinetic energy andube Most turbulence models also use a turbulent Prandtl number value
shear stress were closely related to the mean streamwise VelOéﬁPrtNl based on the Reynolds analogy. The results of this study
gradient normal to the wall. can be used to check the validity of these assumptions and provide
Turbulence measurements of film cooling jets for a density ratip database for development of new turbulence models that are
DR=2, was first reported in3]. In this study, detailed three- appropriate for film cooling flows.
component LDV measurements were made of mean and turbu- ) ) .
lence quantities for film cooling jets for a row of round holes Experlmental_ Facmtl_es an_d Instrumentation. Th|s study _
inclined at 35°. The hydrodynamics of the film cooling jet werd&vas performed in a recirculating boundary layer wind tunnel with
evaluated in terms of mean velocity profiles and contours of tu-test section that was 0.13 m high, 0.6 m wide, and 1.8 m long,
bulence intensities, Reynolds shear stresses and correlation c88fl has been described[ir]. Liquid nitrogen was used to cool a
ficients. An important finding of this study was the corresporizécondary flow loop for the film cooling flow to achieve a density
dence between the turbulence stresses and the mean veld@Hp of DR=1.05. A unique turbulence generator that used two
gradient. The local streamwise velocity gradient normal to tHPPOSINg rows of jets in crossflow with the mainstream to gener-

wall dictated the production of shear stress and this implied tH&i€ turbulence levels of T£20% with a length scale oA, /D
mean field closure models could be applied. =3 near the injection location was used in this study. Details of

this turbulence generator and characterization of the freestream
Contributed by the Heat Transfer Division for publication in th®URNAL OF turbulence can be found if8]. The turbulence level in the test

HEAT TRANSFER Manuscript received March 24, 2004; revision received Octobéecnon without the turbulence generator in operation was TL
28, 2004. Review conducted by: P. M. Ligrani. =0.6%.

Over the last few decades, a lot of research has been focuse
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W argon ion laser, a 3.75%eam expander, a 450 mm focusing
lens, frequency shifters, and TSI 1990 counter signal processors.

Mainstrears A 10 us coincidence window was used for the velocity measure-
ments using two signal processors. The LDV was mounted on a
traverse system that allowed travel in three directions with a reso-

Trip wire lution of 2 um. The velocity data were acquired using a Macin-

tosh Il computer and a digital input board, National Instruments
— — model NB-DIO-32F. To remove bias of the LDV measurements
f“e;g?:;' Film Cooling Adiabatic Downstream Flate towards higher velocities, residence time weighting was used on
Edge Plate all data.
s Simultaneous temperature and velocity measurements were
Py made on the jet centerline atD=-1.75,—-1, —0.5, 0, 1, 3, 6,
4D ) and 10. The vertical measurement locations were performed at
A% y/D=0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 1, 1.5, 2, 2.5, and 3. In addition
s to profiles on the jet centerline, lateral measurements were made
Detail of 35° round hole atz/b=0.2, 0.4, 0.7, 1, and 1.5 atD=-0.5, 0, 1, and 3. As
shown in[3], theuv shear stress dominated over the other shear
stress components especially for the low VR conditions. While
this was true for all regions of the flow, it is especially true at the

. : : . jet centerline whereiw andvw are zero because of the symmetry
The test sectiofsee Fig. 1ronsisted of three separate sectiongiondition. Therefore, only the centerline measurements results are

an elliptical leading edgg plate, foIIowgd by a film cooling holgjiscussed in this paper.

plate, downstream of which was an adiabatic plate. For this study;The experimentally measured temperature-velocity products in
a single row of nine round holes inclined at 35° was used. Thgjs study, along with the temperature and velocity fields, allowed
holes had a diameter @f=11.1 mm, were space@/D=3 apart, ggtimation of the eddy viscosity and diffusivity. For example, the
and had a Iength]./D=_4, representative of actual gas tu_rblneseddy viscosity defined as,,—Uv/(dU/dy), was estimated using
The hole inlets and exits were sharp edged, and the interiors wete 34 the slope of the velocity profile, which was obtained from

aerodynamically smooth. The coordinate origin was fixed at theihree-point second-order accurate scheme for unequally spaced
trailing edge of the central hole. To minimize conduction losserﬁoints[lo].

the film cooling hole plate was made out of extruded polystyrene Tphe yncertainty of the above results was obtained using repeat-
foam that had a thickness of 2.54 cm. The adiabatic plate CoRksility measurements af/D =3 andy/D=0.5, where very high
prised of 1.27-cm-thick polystyrene foam glued on to a 1.27 Ciyrpylence levels and sharp velocity gradients exist. The turbulent
fiberglass composlté‘xTEj'I_'REN) sheet for structural rigidity. A 15 heqt fluxes and shear stress also showed peak values at this loca-
cm layer of Corning™ fiber glass insulation was installed beloyon Therefore, the precision uncertainties at this location provide
the adiabatic plate to reduce backside conduction losses. an upper bound for the uncertainty. The uncertainty was less than

For the experiments in this study, the mainstream velocity Wasq 0005 for the temperature-velocity producit, ut*, and

maintained at)., =10.0 m/s, for both the low and high freestream—t*) and it was less thar:0.01 for the correlation coefficients
turbulence cases. For the low freestream level, an approach turpy-

. A . , Rut» andR,,). Using sequential perturbation, uncertainty in
u ut vt
lent boundary layer was obtained by tripping the flow using a 0,8 " 1 cliation of eddy viscosity and eddy diffusivity was esti-
mm trip wire, 9D from the leading edge, as shown in Fig. 1. Fo

0,
low freestream turbulence at the leading edge of the holes, tFﬁgted at 11%.

boundary layer parameters we®/D=0.1, Rg=420 andH Validation of Temperature-Velocity Measurements. Simul-
=1.66. For this study, the jet was cooled to obtain a density ratianeous temperature-velocity measurements are difficult to make
of DR=1.05. Although this density ratio is not representative aind the few studies with such measurements have been limited
that in the actual turbine environment, as showr9f, similar mainly to boundary layer flows. Almost all of them have used a
thermal fields occur for a wide range of density ratios when thmld-wire with a hot-wire, requiring correction of velocity mea-
jet-to-mainstream momentum flux rat{®) is matched. This was surements for temperature changes. Note that in the present study,
further confirmed in5] by comparing the mean thermal field atthese measurements were made using a cold-wire in conjunction
DR=1.05 with previous measurements at BR6. All measure- with a LDV. Since LDV measurements are not affected by tem-
ments in this study were made using a momentum flux ratio perature fluctuations, no corrections are required for velocity data
I=0.16 for the film cooling jets, with corresponding mass fluand flow disturbances associated with the previous methods are
ratio of M =0.40 and velocity ratio of VR0.38. also avoided.

The simultaneous temperature and velocity measurements relsing an LDV for the velocity measurements required that the
ported in this study were made using a cold-wire in conjunctioftow be seeded with particles. Selection of appropriate particles is
with a LDV. The cold-wire was constructed using an etched Wotritical because the cold-wire has to survive in the seeded flow.
laston wire of length=0.6 mm and diametadt=1.5um. Ithad a Seed particles also tend to stick to the cold-wire and cause a
frequency response of 2.6 kHz and was operated at a very lowcrease in the frequency response and drift of calibration. Sev-
current ofi =25 mA to avoid sensitivity to velocity. Details of its eral different seed particles were tesféd] and it was determined
construction and validation of the fluctuating temperature methat filtered incense smoke particles were acceptable for seeding
surements can be found jB]. The cold-wire was powered usingthe flow. The same technique was used for the measurements done
a TSI model 1050 anemometer operating in constant currentthis study. Even though the smoke was filtered, tar particles
mode. For signal conditioning of the analog voltage output fromeposited on the cold-wire with time and were removed by
the anemometer, a Stanford Research Systems Inc. model SR&4fching to the hot-wire mode with an overheat ratio of ©H6.
low-pass filter was used. Cold-wire data were digitized using Ehis procedure vaporized the tar from the wire and was imple-
sixteen-bit analog-to-digital card, model NB-MIO-16XL, made bynented at every measurement location. As reported 2, this
National Instruments. For the simultaneous measurements, thening process shifted the calibration curve, but its slope
data acquisition was triggered by the LDV, and the analog datdV/dT) remained the same.
was acquired within 3Qus of the LDV data. A backscatter LDV~ One other important aspect of simultaneous measurements is
system, TSI model 9100-10, was operated as a two-componére alignment of the temperature and velocity sensors. In the stud-
system for the velocity measurements. The LDV system used ae3 using a triple-wire configuratiofi3,14], a typical separation

Fig. 1 Schematic of test section and cooling hole geometry [5]
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1 T T T T T and report values for the rms velocity that were much lower than

expected, suggesting that end effects contaminated their hot-wire
ok N 7] measurements. In addition, thermal contamination of hot-wire sig-
0s i nals would tend to increase the velocity-temperature correlations.
Ru Background: Eddy Diffusivity Models. It is important to
07 . understand how film cooling flows are modeled in order to explain

why they are not accurately described by current turbulence mod-
081 T els. The crux of all turbulence models is estimating the transport
0% 1 1 1 1 1 of momentum due to turbulent motions, which for the Reynolds
0.15 0.20 0.25 0.30 0.35 040 045 averaged Navier-Stokes equations refers to the Reynolds stress
Separation (mm) term: —pu;u;. These correlations between velocity components
are modeled using the assumption that they are directly propor-
tional to the mean velocity gradients in the flow. This concept of a
eddy viscosity €,,), which assumes that the turbulent stresses act

like viscous stresses, was introduced by Boussinesq as
between the two sensors has been about 1 mm. In the present -

study, a separation of 0.2 mm was achieved by using the U-shaped —uv
cold-wire. To verify that the two measurement points were close Em= 207y @
; ; y

enough that they could be regarded as simultaneous point mea- e
surements, cross correlations between the LDV and the temperak a film cooling flowfield, theuv stress dominates and has
ture sensor operating as a hot-wire sensitive to Wheelocity been showr{2,3]to correspond well with the mean streamwise
were measured. ThR,, correlation was measured for differentvelocity gradientdU/dy. This suggests that a gradient diffusion
separation distances between the LDV and the temperature prabedel should adequately predict momentum transport in a film
As shown in Fig. 2, a relatively constant correlation coefficient afooling flowfield. The fact that film cooling models are unable to
R,,~0.95 was measured when the separation was less than eeadict film effectiveness near the hole, implies that perhaps it is
mm. This is very close to the ideal valueRf,= 1, and the slight the transport of heat that is not modeled correctly.
difference could be because of the hot-wire’s sensitivity to the Closure in the energy equation is achieved by modeling the
vertical component of velocity. The correlation coefficient develocity-temperature correlation using eddy diffusivies], as
creased rapidly when the spacing was increased further. For all the —
simultaneous temperature velocity measurements done in this R —ut @)
study, a separation distance of 0.2 mm was used. 9Tl oy

In order to validate simultaneous temperature-velocity measure-

. L ; This is analogous to the modeling used for momentum trans-
ments, correlation coefficients were measured in a thermal bound-

arv laver with a constant heat-flux wall boundary condition. Fig?'t Wherein the turbulent stresses are assumed to be directly
urg 3ysh0ws the measured profiles for the ten): erature-v.elo Iroportional to the mean velocity gradients. As the temperature-

. - P P é(Iocity correlations have not been measured before in film cool-
correlations along with experimental data from Chen and Blac

welder[13]and Subramanian and Antorfié4]. The data from the 1g flow, it has not been verified whether such a gradient diffusion

. .~ model can be expected to work.
present study are lower than that[it8], but this may be attrib- In addition to the above assumptions most turbulence models
uted to the frequency response of the cold-wire used1i,

which was only 350 Hz, and thus only large-scale eddies w use a fixed relation between the turbulent eddy viscosity and dif-

e .. .

detected. A relatively constant value Rf,=0.4 was reported by {l?SIVIty defined by the turbulent Prandt as

[15] across the boundary layer. TR, data of[14] does not &m

follow the trends shown by the other studies, showing a relatively Prtza_ (3)

constant value for the correlation coefficient across the boundary i

layer. It should be noted th4l4] used hot-wires witH/d~ 200 Using the Reynolds analogy between momentum and heat
transport, a majority of the turbulence models assume that Pr
=1, ore,=e7. Another point to note is that most film cooling

Fig. 2 R, variation with distance between LDV and cold-wire

Rut Rvt models use the assumption of isotropic behavior and use the same
O PresentStudy O PresemSeudy eddy diffusivity in all three directionser=er,=ery=er,. The
Chen & Blackwelder (1978) ~— = - Chen & Blackwelder (1978) ut andot results from this study were used to test these assump-
== == = Subramanian & Antonia (1981) tions.

i T
Results With Low Freestream Turbulence

Contours of the normalized mean temperature f@lpresented
in Fig. 4, shows the rapid dispersion of coolant along the center-
line of the coolant jet. These contours show thatxdp =5 the

08

06 coolant jet core temperature has been reduced by 50%. A major
'}{{,‘,‘ ~ ] goal of this study was to obtain a better understanding of the
ol / o @ o ° ] _physical mec_han_isms c_ausing the rapid dispersion of the coolant
L o 8 A jet in the region immediately downstream of the coolant holes.
[/ o [} Contours of the mean velocity field for this film cooling flow,
02k 4 presented in Fig. 5, show a low velocity region extending to
r 1 y/D=0.5 downstream of the coolant hole. The mean temperature
L contours in Fig. 4 show that this low velocity region is coincident
0y '0'2 — '0:‘ — '0'6 — 'ols B— with the_bulk of the low temperature region which i_dentifies the
’ oW ’ coolant jet. Closely spaced mean velocity contour lines shown in
Fig. 5 indicate a region of large velocity gradients above the cool-
Fig. 3 Temperature-velocity correlation coefficients for the ant jet. The interface between the coolant jet and the mainstream
standard thermal boundary layer was identified by using measurements of fluctuating temperature,
Journal of Heat Transfer MAY 2005, Vol. 127 / 515
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Fig. 4 Mean temperature contours (@) on jet centerline [5]

®'. The jet-mainstream interface line was defined by the locus o

maximum®’ as shown in Fig. 6. This jet-mainstream interface

line is presented as a reference in all of the figures that follow. .
Contours of theuv* distribution on the centerline of the film 0.5

cooling jet, shown in Fig. (&), showed thativ* was generally N

negative, which is as expected due to the positive mean velocit o]

gradients. As shown in Fig.(@), there were two regions where 3 /'o N x;f: s 8 I

—uv* had a local maximum. Over the hole,d@D=—1, a re- /

gion of high turbulent shear stress is found where the freestream

first contacts the exiting jet. High velocity gradients occur in thisig. 7 (a) uv* and (b) R,, on centerline for low freestream

region, which corresponds to the upstream edge of the jet, as ttmbulence

exiting jet is much slower than the freestream. The highest levels

of turbulent shear stress in the flow are found downstream of the

hole exit (3<x/D<6), at the interface between the jet and the The turbulent mixing occurring at the jet-freestream interface is
freestream. These locations also correspond to regions Whg(te vigorous as indicated by the contour levels W@f* =
steep velocity gradients occur. In general, the turbulent sheap go5. A better appreciation of the strength of this turbulent

stress maxima are coincident with large mean velocity gradieq{,ﬁxing can be obtained when compared to the peak value of

present in the flow. Uv* ~—0.002 found in turbulent boundary layers and in turbulent

jets[16].

While the above results indicate the magnitude of turbulent
mixing occurring in the flow, the behavior of the correlation co-
efficient R, is also relevant. Figure(l) shows the contours for
Ry, - In general, the jet-freestream interface shows correlation co-

15 efficients of R,,= —0.4 with small regions showing a value of
] R,, = —0.5. These levels &k, are similar to the levels that occur
] / in turbulent boundary layers and turbulent jgt§]. In contrast to
o 1 theuv* contours, which had localized peak levef,, was rela-

tively constant along the length of the jet-freestream interface line.

e —
0.5-: W In order to observe the correspondence between the velocity
=7 —

gradients andiv* directly, the value ot} was calculated at each
R point of the measurement grid, and the resulting contours;pf
/E e 1 x:) " ¢ 8 1 are shown in Fig. 8. The values ef, ranged from 0.00%&¥,
<0.008. The value o}, is relatively constant in the core region

Fig. 5 Normalized mean streamwise velocity ~ (U/U.,) contours  of the film cooling jet which is similar to the constasf, distri-
on jet centerline

N

K
- n
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Fig. 6 Jet-mainstream interface defined using rms tempera-
ture contours (®') on jet centerline from [5] Fig. 8 Contours of &}, for low freestream turbulence
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Fig. 9 (a) ut* and (b) R, for low freestream turbulence Fig. 10 (a) vi* and (b) R, for low freestream turbulence

bution observed in th re of free iets. The maanitudebf with turbulent eddies inducing high temperature mainstream fluid
dg(;?eas?e; (\e/vi\‘iﬁ dilstangeC;waofrorietrjmg jsét freeestraegrr; liJntir:1{‘;:':1cetmm’lrds' the wall and ejecting low temperature coolant away from
. e
The main thrust of this study was to provide a direct measure %ewvr\@t”r.egrlno%afl &Zaﬁ(\)qaeluae{/gﬁ: 3> ar?dogﬁ \?]’flls ]:gjg\?ecﬁ:ggg?
the extent _of turbule_nt thermal transport occurring in the _flow tgeestream interface line. The eai< Ieve%fgwgs Slihtl abko o
help explain the rapid thermal dispersion of the film cooling je K value folo* : d P ller than th d%* y |
ent of ut* in the x (streamwiseqdirection, and to the gradient of 9 ' 9 y hig

— . . . . . _* 1 I 1 - i i
ot in they (wall normal)direction. The dispersion of the coolantOf vt* immediately above the jet-freestream interface line than

jet is due primarily to the wall normal transport, i.e., due to gl,aqccurred farther downstream. This region of high turbulent trans-

> P ie 0 . . X ;
dients ofpt*. However, measurements at* andt* are pre- port may account for the 50% decrease in adiabatic effectiveness

T . e that occurs withinx/D <5.
Iﬁ* *
sented in this paper since bal® andvt™ distributions are valu- The variation ofR,;, the temperature-velocity correlation co-

able fqr vaIiQating higher level CFD predictions such as IargLgfficient for the normal heat flux, is shown in Fig.(b®. Highest
eddy simulation cgges. . . . _. values ofR,;=—0.4 were found at the jet-freestream interface
Contours of thait* product on the jet centerline, shown in Fig.peyongx/D=2. Therefore, the correlation between the vertical
9(a), were positive with a localized peak of*>0.009 centered yejocity and temperature is small when the jet is inclined to the
aboutx/D=2 and on the jet-freestream interface line. The poSjreestream and increases when the jet becomes parallel to the
tive values forut* indicate that instantaneously higher velocitie§ya)|. This causes thet* product to be small near the hole exit
tend to correlate with higher temperatures, and vice versa. Thigq to increase to a maximumxdD = 3. Along the jet-freestream
can be attributed to higher velocities originating from thenterface line, theR,, values remain constant &,,= —0.4 be-
freestream, which was at the higher temperature, and lower ¥@nq /D =3, similar to previously presented results Ry, and
locities originating from the coolant jet, which was at the Ioweput.
temperature. The peak level af* was noticeably upstream of Ag shown in Eq(2), thevt* term is modeled using the mean

the location of the peakiv* levels centered at abow!D=4. temperature gradients in tiyalirection. These values were used to
* 1 . .
However, the peak level aft* occurred downstream of the maxi-cajculate values of%, and the resulting contours are shown in

mum mean temperature gradients which occurred over the hglgy 11 comparing the distribution eff, with the earlier results

i.e., —2<x/D<0. . - .
Similar to the velocity correlation results, it is important tofor em (Fig. 8), they are found to be distinctly different. ALD

know the behavior of the temperature-velocity correlation coefff 0,*where the freestream'flrst impacts the coolant jet, the values
cient. Contours of the correlation coefficieRt, along the jet Of ey peaked at 0.002, which was about a factor of 2 smaller than
centerline, presented in Fig(l§, show maximum values d®,, the values ok, at the same location. Consequently the turbulent
>0.4 along the jet-freestream interface. These maxirRyrlev-  Prandtl number in this region would have a value qBR2. Simi-
els were similar to the maximurR,, values, but were smaller lar high values of Rroccurred in region near the wall. However,
than the thermal boundary layer valueRf;~0.6. by x/D=10, in the region immediately above the jet-freestream
Contours forut*, which is a measure of the vertical turbuleninterface line, contours showy,>0.008 while forsf, contours
transport of thermal energy, are shown in Fig(al0O These con- showed e5,<0.004. Consequently, in this region the turbulent
tours show thabt* is generally negative; i.e., a correlation bePrandtl number would have a value of®60.5. This factor of 4
tween high temperature fluid moving towards the wall and lowariation in measured Pshows the inadequacy of computational
temperature fluid moving away from the wall. This is consistergredictions using an assumed constant value for Pr
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Fig. 11 Contours of &7, for low freestream turbulence Fig. 13 Contours of &% for high freestream turbulence
Results With High Freestream Turbulence Results for the correlation coefficieR,, on the jet centerline

he | ¢ | | h Tk are shown in Fig. 12(b). These results shows a broad region en-
The low freestream turbﬂfnce results showed it was  ;ompassing the jet-freestream interaction line over which correla-
much larger tharuv* and vt*, and all were high at the jet- yion coefficient wasR,,> —0.3. This is consistent with theo*
mainstream interface. With the low freestream turbulence Ieve[ els being almost constant throughout this region. This is in
the shear layer between the jet and mainstream was responsffirast with the low freestream results, which showed high cor-
for most of the turbulent stress and heat flux production. Howeve ot coefficients £0.5<R,,<—0.4) at the jet-freestream in-
. . . . . . = uv\ .
V;’]'th. high fre(;astrgam éukr)bulﬁn(;e, the whole I;Iolwfleld, includingsrtace and a quiescent freestream. Therefore, the high freestream
the Jet, was dominated by the freestream turbulence. turbulence causes a loss in the correlation coefficient at the jet-
The uv™ contour levels for the high fregstrfam turbulence rereestream interface. As the correlation coefficients are smaller,
sults are shown in Fig. 12(a). Levels of higio* were found to he higheruv* levels are due to the higher turbulence levels
extend to the maximum height measuredyéb=2 due to the present in the flow. The above results indicate that the freestream
large scale mixing of the freestream turbulence, which had g@yhulence dominates over any coherent structures that might form
integral length scale ok, /D =3, with the coolant jet. Maximum 4 the jet-freestream interface.
tukrlbcurlenztassz?ﬁ'rla?ttrgiﬁellegeeljs \;\(/)erﬁ f fgtutnhde thﬁis—trgfngqnte The experimentally calculated values fsf, are shown in Fig.
which was simi v u jet-mai inter- ) . X
face for the low freestream turbulence case. A decrease in r?éésTtPeearrT?l?rEISIJgr?c:beg I:cigllljc?arhfvcgr ftrkcl)? t:\r:eaf/v;cl)lr .Il_?]\g is
levels is expected near the wall as the turbulence levels 5 » €SP y y .

damped. Clearly, the flowfield is dominated by the freestream t&fye lo the h'g.h”v* occurring in regions with small velqcny

bulence and not by the jet-mainstream interaction as was the c g%dlents. The mcre_ased momentum transport may be attributed to

with low freestream turbulence. e Iarge-_scale eddies present in the flow. Any_ turbulence model
used to simulate the flow has to account for this effect caused by
the high freestream turbulence.

The results for the streamwise turbulent heat flu,, on the

2 jet centerline are shown in Fig. (8. Maximum values ofut*

:(a) =0.013 were found that were significantly higher than the peak
15] values of ut*=0.009 found with low freestream turbulence.

1 Clearly, this enhanced turbulent transport would cause a more

: 3 rapid dispersion of the film cooling jet. Another point to note is

D 1] om0 that the high turbulence levels in the freestream transport the cold
{ o — . . . .
1 /v; 003 ( jet fluid far into the freestream, which can be seen from the rela-

1 tively higher location of theut* =0.001 level.
05- //’}.Z‘:];:M//a> //_‘—-«J’_-:':&,_———— The results for the correlation coefficieRf,; on the jet center-

1 line are shown in Fig. 14%). These contours indicate that the
0 T ——— e correlation coefficient has a peak value Rf,= —0.4 similar to
/ 2 / o 2 D ¢ 8 % that for the low freestream results. However, the coefficient de-
cays beyond/D =5, while it remained at the higher levels for the
low freestream turbulence case beyotiB = 10. This implies that
1) the high freestream turbulence rapidly mixes out the jet reducing
] the Ry, correlation seen at the jet-freestream interface with low
157 freestream turbulence. This combined with the rapid decay in the
] temperature rms levels due to high freestream turbulence causes
D 1 d’ 2 the reduction observed in th&* levels forx/D>6.
] 43 Results for thevt* product on the jet centerline are shown in
o] - s | U Fig. 15(a). The maximum value is aft* =—0.011, which is
] %3 03— about twice as high compared to the peak valuevof=
—0.006 measured with low freestream turbulence. Therefore, the
O S — high freestream turbulence levels cause a very large enhancement
/* /° 2 - ¢ 3 0 of the vertical turbulent heat flux. With low freestream turbulence,
the vertical heat flux was of the same order as that of the turbulent
shear stress. However, with the addition of high freestream turbu-
Fig. 12 (a) uv* and (b) R,, for high freestream turbulence lence, the vertical turbulent heat flux is significantly enhanced,
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Fig. 14 (a) ut* and (b) R, for high freestream turbulence

Fig. 16 Contours of e’}y for high freestream turbulence

driven mainly by the large-scale motions present in the flow. This
large-scale eddy transport is damped by the wall as seen by the
decreasing values afr, towards the wall.

Values ofs’T‘y presented in Fig. 16 were generally slightly larger
than values ofe}y,, presented in Fig. 13, which were discussed
previously. Comparison of the contour plots «ff, and s$y indi-
cate that the turbulent Prandtl number for this flow would range
from Pr=0.9 to 1.2. Hence the high freestream turbulence domi-
nated flowfield results in relatively constant levels for turbulent
Prandtl number.

while the turbulent shear stress shows a marginal increase. This
may be attributed to a more effective thermal transport by tf‘@ nclusions
large-scale eddies in the freestream than the momentum transpor(f. o o o

The higherot* levels in the flowfield imply that the vertical Measurements of thev, ut, andvt, presented in this paper for
turbulent transport of heat is more vigorous with high freestreafh discrete hole film cooling flow give valuable insight into the
turbulence. The eddy diffusivity}, contours presented in Fig. 16 physical mechanisms responsible for the rapid dispersion of cool-
show much higher values compared to that for the low freestre t jets that occurs immediately downstream of the injection hole.

o . xperiments were done for a single blowing ratioMf 0.4 with
turbulence case. This increasesi, shows the smaller effect that low. and high freestream turbulence. These are the first measure-

%2? trr?: e;:: the ?22;?:2;%9{3363lrgzcga\ézs?en m:{gﬁl eﬂr]lgr?r);rt]rsan(;sr?g hts of temperature velocity correlations in a film cooling flow
9 : ’ P ié?d, and are a direct measure of the turbulent transport of thermal

yD I:

0.5

15]
3D l:

05]

o T g T
% 0 2 4
D

Fig. 15 (a) vi* and (b) R, for high freestream turbulence

Journal of Heat Transfer

energy leading to the dispersion of the coolant jet. Besides the
physical insight provided by these results, this study provides a
valuable database for benchmarking numerical models used to
predict the film cooling flowfield, including the effects of high
freestream turbulence.

For low freestream turbulence conditions, measuremenis of
ut, andvt, and the corresponding correlation coefficieRts, ,
Rut, andR,;, showed that the maximum levels occurred along a
line corresponding to the interface between the coolant jet and the
freestream. Because of the low velocity of the coolant jet, there
was a shear layer between the coolant jet and the higher velocity
freestream along this interface line. Consequently, large mean ve-
locity and mean temperature gradients occurred along this inter-
face line. Maximum correlation coefficient levels along this inter-
face line ranged from 0.4 to 0.5, which is similar to maximum
correlation coefficient levels that occur in turbulent boundary lay-
ers and turbulent jets. Normalized turbulent shear stie$sand
turbulent heat fluxesit* andvt* were found to have localized
peak values at distances that ranged frof® =2 to 4 down-
stream of the coolant hole. The magnitudes of these turbulent
shear stresses and heat fluxes were a factor of two larger than
typical values for turbulent boundary layers and jets. This may
account for the strong dispersion of the coolant jet in this region.

The measured temperature and velocity correlations and mean
velocity and temperature profiles were used to calculate distribu-
tions of eddy viscosity ,, and diffusivity s, . These distributions
were used to determine the spatial variation of turbulent Prandtl
number Pr. Generally values of P2 were found, but some
regions of the flow had much lower values of#0.5. This is an

MAY 2005, Vol. 127 / 519
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important finding from this study, showing that the commonly

assumed constant value of Rl would be completely inad-
equate. o
For high freestream turbulence conditions, contourswgfut,

andvt did not show the distinct maximum values along the jet-
freestream interface line that were evident for the low freestream

turbulence conditions. Furthermore, correlation coefficiéys,

(0]
Rut, andR,; were reduced in magnitude. However, magnitudes of @’ —

ut and vt were significantly higher than for the low freestream

= normalized eddy viscositye,/DU.,

e}, = normalized eddy diffusivity:e1,/DU.,
s$y = normalized eddy diffusivity-e,/DU.,
n = adiabatic wall effectiveness(T,,— Too)/(Te—Tx)
A, = integral streamwise length scale of mainstream
p = density

normalized mean temperataréT —T..)/(T.—T..)
normalized fluctuation temperatusé/(T,—T..)

turbulence condition, reflecting the enhanced thermal transpot{PSCripts

that occurred with high freestream turbulence. Eddy viscosities aw
and diffusivities were much larger for the high freestream turbu-
lence than for the low freestream turbulence. This was attributedrms
to increased transport by large scale turbulent eddies. Finally, the

adiabatic wall
coolant
root-mean-square
mainstream

Cc

turbulent Prandtl numbers for the high freestream turbulence con-
dition were relatively constant over the flowfield with a value Oheferences

Pr~1.

Nomenclature

D = diameter of film cooling hole
DR = density ratio=p./p..
H = shape factor=s*/6
| = momentum flux ratie=(p.U2)/(p..U2)
L = length of film cooling hole
LDV = Laser Doppler velocimeter
M = blowing ratio=(p.U:)/(p-U..)
P = pitch distance between cooling holes
Pr. = turbulent Prandtl numbeisee Eq(3))
Ry, = correlation coefficientuu/(Umdiimd
R,, = correlation coefficientuv/(Uynd ims
R, = correlation coefficientut/(Umdms
R, = correlation coefficientvt/ (v mdme
Rey, = momentum thickness Reynolds number
TL = turbulence leve(u? c+v2,9YU.,
U = average velocity
VR = velocity ratio=U,/U,,
d = diameter of cold wire
| = length of cold-wire
pdf = probability density function
t = fluctuating temperature
ut* = normalized turbulent heat flux ix direction=
Ut/ (Un(Te—To.)
uv* = normalized shear stressiv/(U..)?
vt* = normalized turbulent heat flux i direction=
vt/(Un(Te—To))
X = axial coordinate
y = wall normal coordinate
6 = boundary layer thickness
& = displacement thickness
m
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Film-Cooling Effectiveness on a
Gas Turbine Blade Tip Using
Pressure-Sensitive Paint

Jaeyong Ahn _ _ _ _
Effects of the presence of squealer, the locations of the film-cooling holes, and the tip-gap
Shantanu Mhetras clearance on the film-cooling effectiveness were studied and compared to those for a
plane (flat) tip. The film-cooling effectiveness distributions were measured on the blade tip
Je-Chin Han using the pressure-sensitive paint technique. Air and nitrogen gas were used as the film-
M.C. Easterling Endowed Chair cooling gases, and the oxygen concentration distribution for each case was measured.
g-mail: jchan@mengr.tamu.edu The film-cooling effectiveness information was obtained from the difference of the oxygen
concentration between air and nitrogen gas cases by applying the mass transfer analogy.
Turbine Heat Transfer Laboratory, Department of Plane tip and squealer tip blades were used while the film-cooling holes were located (a)
Mechanical Enginesring, Texas A&M University along the camber line on the tip or (b) along the tip of the pressure side. The average
College Station, Texas 77843-3123 blowing ratio of the cooling gas was 0.5, 1.0, and 2.0. Tests were conducted with a

stationary, five-bladed linear cascade in a blow-down facility. The free-stream Reynolds
number, based on the axial chord length and the exit velocity, was 1,138,000, and the inlet
and the exit Mach numbers were 0.25 and 0.6, respectively. Turbulence intensity level at
the cascade inlet was 9.7%. All measurements were made at three different tip-gap clear-
ances of 1%, 1.5%, and 2.5% of blade span. Results show that the locations of the
film-cooling holes and the presence of squealer have significant effects on surface static
pressure and film-cooling effectiveness, with film-cooling effectiveness increasing with
increasing blowing ratio[DOI: 10.1115/1.1909208

Introduction decreased. Their results also showed that the squealer geometry

The concept of cooling a surface subjected to high mainstrea'lsr“ow.e9I higher film-cooling eﬁectivengss and lower heat transfgr
temperatures by perforating the surface with several discrete ho?ggﬁlments compared to the plane tip geometry because of its

. - . . smaller leakage flow.
and passing cold aiffilm cooling) through them is a popular E”m cooling on a blade tip was also studied by Kim et[]]

technique used in several applications. The surface under test ca Kim and Metzgef5] by using a two-dimensionalD) rect-

be maintained at a cooler temperature due to formation of a tﬁgular tip model used to simulate leakage flow between the tip

protective film of relatively colder air on the surface. This tech- d the shroud. Various film-coolind configurations were exam-
nigue has been successfully employed for cooling of gas turbifi8 : 9 9

blades subjected to very high mainstream gas temperaturesmﬁd using a transient liquid-crystal technique, and the results for

high and uniform film-cooling effectiveness on the blade surfadifat transfer coefficients and film-cooling effectiveness were re-
orted.

will ensure superior performance and thermal fatigue life for the There are many papers available in open literature that discuss

blade, thus making it an important parameter in its design. at transfer coefficients on the blade tip and near tip regions.

. . . h
Hot gases from the combustor enter the turbine, resulting mﬁ L !
significant heat load on the turbine components. One of the co eat transfer coefficients on the blade tip and the shroud were

ponents more susceptible to thermal failure is the blade tip regigheisutrfd by Mgtzger ezjiﬁ] llésmg ;eat flux sednf_ors In-a rotag
because of its severe environment and difficulty in cooling. Lar gy turbiné rig. bunn and Ha e_ma[ | measure Ime-averagec
leakage flow occurs on the tip because of a high pressure diff 2at flux at a recessed blade tip for a full-scale rotating turbine

ential from pressure to suction side. This leakage mass flow ¢ ge at transonic vane exit conditions. Their results showed that
: % heat transfer coefficient at the mid and rear portion of the

be reduced by using a labyrinthlike recessed cavity also known gvity floor is of the same order as the blade leading-edge value
h ler tip. P f fil li he tip furth - :
the squealer tip. Presence of film cooling on the tip further reduc unker et al[8] utilized a hue detection-based liquid-crystal tech-

heat transfer from the mainstream gas to the blade tip. A comp - SRR h
hensive compilation of the available cooling techniques used fdue to obtain local heat transfer distributions on the blade tip.
ey studied the effects of tip-gap clearance and free-stream tur-

the gas turbine industry has been encapsulated by Han [df]al. . . ;
Experimental investigations performed in the general area Bfl€nce intensity levels. Bunker and B studied the effect of

film cooling on a blade tip are limited, with very few paper§quea|er cavity depth and oxidation on turbine blade tip heat
available in open literature. Most recently, Kwak and Har8] transfer. Azad et al[10,11]used a transient liquid-crystal tech-
studied the local heat transfer distribution and film-cooling effe€lique to study heat transfer. They compared squealer tip and plane
tiveness using the hue-detection-based transient liquid-crysifl 98ometry and concluded that the overall heat transfer coeffi-
technique on the blade tip for plane and squealer tip geometryClgnts were lower for the squealer tip case. Heat transfer coeffi-

GE-B, five-blade linear cascade was used similar to the one usdignt distributions for plane and squealer tip and near tip regions
in the present paper. They used three tip-gap clearafic8%, were presented by Kwak and HpI2,13]. By using a squealer tip,

1.5%, and 2.5% of blade spralong with three average blowing N€at transfer was found to decrease on the tip and near tip regions.
ratios (0.5, 1.0, and 2.0for the coolant. Increasing blowing ratioAzad et al.[14] and Kwak et al[15] also investigated the heat

increased film effectiveness, but overall heat transfer coefficierf{@nsfer on several different squealer geometries. They found that
a suction-side squealer tip gave the lowest heat transfer among all

Contributed by the Heat Transfer Division of ASME for publication in teg- cases St.UdIe.d' . . .
NAL OF HEAT TRANSFER Manuscript recieved July 28, 2004. Final maunscript INVestigations comparing a rotating and stationary shroud were

received October 20, 2004. Review conducted by Phillip M. Ligrani. performed by Mayle and Metzgét6]. They noted that the effect
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of shroud rotation could be neglected to measure the blade tip heat Compressed Air

transfer over the entire range of parameters considered in the

study. Heyes et al[17] studied tip leakage flow on plane and p .
A . . neumatic

squealer tips in a linear cascade and concluded that the use of ¢ /Valve

squealer tip, especially a suction-side squealer tip, was more ben- | Pressure Controller

eficial than a flat tip. Local heat transfer coefficients on a turbine

blade tip model with a recessed cavigquealer tipwere studied Test Blade 7

Pressure

by Yang and Diller{18] in a stationary linear cascade. Based on Feedback

measurements at a single point on the cavity floor, they reported

s

that heat transfer coefficients were independent of the tip-gap :

height. V H <=
Heat transfer coefficients and static pressure distributions of a H <=

large-scale turbine blade tip were measured by Teng ¢1@].in f iha¥

a low-speed wind tunnel facility using a transient liquid-crystal

technique. Saxena et dl20] investigated the effect of various Turbulence Grid

tip-sealing geometries on blade tip leakage flow and heat transfer

of a scaled-up HP turbine blade in a low-speed wind tunnel facil-

ity using a steady-state HSI-based liquid-crystal technique. They Fig. 1 Schematic of test section and blow-down facility

found that the trip strips placed against the leakage flow produce

the lowest heat transfer on the tips compared to all the other cases.

Mass transfer technique was used by Papa ef2dl] to study jjity where the flow needed some tinf@.5 s)to reach the ex-

local and average mass/heat transfer distributions on a squealep,dgted steady value and during that developing time, the unavoid-

and winglet-squealer tip in a low-speed wind tunnel. Jin anghle mainstream initial flow affected the blade tip initial

Goldstein[22,23]also used this technique on a simulated highemperature. Considering the high heat transfer coefficient and

pressure turbine blade tip and near tip surfaces. They concludggrt experiment time, the error from the initial developing time

that the average mass transfer from the tip surface was mugh affect blade tip heat transfer and film-cooling effectiveness.

higher than that on pressure- and suction-side surfaces. However, the PSP technique is based on mass transfer analogy, no
Some numerical investigations have also been carried outHgating of the test section or coolant is required, and the tests are

study heat transfer and film-cooling effectiveness on blade tigerformed under steady flow conditions. Thus, conduction errors

Effects of tip clearance and casing recess on heat transfer afdhe edges and initial temperature errors are avoided.

stage efficiency for several squealer blade tip geometries were scaled-up blade tip model of a first stage rotor blade (GE-E

predicted by Ameri et al24]. Numerical results for heat transferof 5 modern aircraft gas turbine was used in a five-blade linear

and flow obtained by Ameri et a[25] were compared to the cascade with the center blade tip coated with PSP. The same test

experimental results from Bunker et f] for a power-generation gection and flow loop was used by Kwak and H&r8] but in-

gas turbine. Ameri and Rigb}26] also calculated heat transferstead of PSP, the blade tip was coated with liquid crystal. Experi-

els. . ) - plane and squealer blade tip for tip clearances of 1.0%, 1.5%, and
Numerical techniques were also utilized by Yang e{2F,28] 2 50 of blade span with the average blowing ratios of 0.5, 1.0,

to study flow and heat transfer past a turbine blade with plane agfd 2.0. A row of seven film-cooling holes has been used on the

squealer tip. Film-cooling effectiveness for a flat and squealgfade tip camber line and pressure side as opposed to a row of 13

blade tip with film-cooling holes on tip pressure side were preyoles used by Kwak and Hd2,3]. Individual as well as com-

dicted by Acharya et a[29]. Effects of different hole locations on phined effects of these two rows have been studied. The experi-

film-cooling effectiveness and heat transfer were predicted Ryental results for pressure and effectiveness will aid future engi-

Yang et al.[30]. Hohlfeld et al[31] predicted film-cooling flow neers to design more efficient turbine blades and help to validate

from dirt purge holes on a turbine blade tip. They found that theED codes.

flow exiting the dirt purge holes helped in blocking the leakage

flow across the gap. As the blowing ratio increased for a large ti )

gap, tip cooling increased only slightly, whereas film cooling oé)xperlmental Setup

the shroud increased significantly. _ The test section consisted of a five-blade linear cascade with
Pressure-sensitive paif®SP)has been widely used to measurgjade tip profiles placed in a blow-down loop. A schematic of the
local pressure distributions on a surface. Several papers are av@ist section and the blow-down loop is shown in Fig. 1. Inlet cross
able in the literature that discuss the application of the PSP tegection of the test section was 31.1 @width)x12.2 cm(height).
nique. Morris et al[32] and McLachlan and Be[l33]discuss its A turbulence-generating grittectangular bar mesh typavith a
applications to aerodynamics. Algorithms for image registratigsorosity of 57% was placed before the inlet. Turbulence intensity
and reselection for PSP have been developed by Donovan etvgds recorded 6 cm upstream of the middle bldde 20.7 cm
[34] and Bell and McLachlan35]. Zhang and Fox36], Zhang downstream of the grid)sing a hot-wire probe. Turbulence inten-
et al. [37], and Zhang and Jaiswg88] conducted experimental sity (Tu) at this location was found to be 9.7% due to the pres-
work by applying the PSP technique to measure the local filnance of the grid and turbulence length scales were estimated to be
cooling effectiveness distribution on the flat plate, nozzle, ands cm, which is slightly larger than the grid bar size. The bottom
endwall region by using air and nitrogen as coolants. and sides on the test section were machined out of 1.27 cm thick
The motivation for this study was to do a parametric investiggolycarbonate sheets, whereas a 1.27 cm thick acrylic plate was
tion on the effect of blowing ratio, tip-gap clearance, and tip gessed for the top for better optical access to the blade tip. The top
ometry on the pressure and the film-cooling effectiveness on tpkate also acted as a shroud for the blades. A 12-bit, scientific-
blade tip for plane as well as squealer geometry. Although tlgade CCD(charge-coupled devigeeamera, which could main-
hue-detection-based transient liquid-crystal technique has beaim a constant CCD temperatufe 15°C), was mounted above
used by Kwak and Haf2,3] to study the detailed local film- the test section and was used to record the images. Flow condi-
cooling effectiveness, it is hindered by conduction effects netions in adjacent passages of the center blade were ensured to be
sharp edges, such as a film-cooling hole, resulting in relativelyentical by adjusting the trailing-edge tailboards for the cascade.
large errors in that region. Moreover, they used a blow-down fé& comprehensive discussion on the flow conditions, including
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Fig. 3 Film-cooling measurement blade

the detailed geometry of the film-cooling holes and their orienta-
tion on the pressure side and on the blade tip for plane tip and
squealer tip, respectively. Tip holes were drilled vertically along
the camber line, whereas pressure-side holes were located 0.444
: 32.0° cm below the tip surface at an angle of 30° with respect to the
g airfoil pressure surface. Diameté@t) of all the film-cooling holes
was 0.127 cm and distance between each hole was 1.27 ah. (10
The blade with squealer tip had a recess of 4.22% of blade span
(0.508 cm).
This study was performed for three different tip gaps corre-
sponding to 1.0%, 1.5%, and 2.5% of blade spb2.2 cm). The
tip gaps thus obtained are 1.31, 1.97, and 3.29 mm, respectively.
Gaskets of these thicknesses were prepared and placed on top of
the side walls, the trailing-edge tailboards, and two outer guide
blades to realize these tip gaps. These tip gaps were maintained on
the middle three blades. Experiments were performed with three
different blowing ratiogM) of 0.5, 1.0, and 2.0 for each tip gap.
During testing, it was observed that actual velocity of the leakage
flow and coolant air could vary with the location and mass flow

flow periodicity in the cascade and pressure distribution along tkete of the coolant. For this reason, the blowing ratio was defined
blade has been reported by Kwak and Ha®,13]and Azad et al. a8SM=pcVe/pnVayg. Here,VyqandV, are the averaged velocity

7
|l

8.61cm

Fig. 2 Definition of blade tip and shroud

[10,11].
During the blow-down test, the cascade inlet air velocity and
exit velocity were 85 and 206 m/s, respectively. The Reynolds S
number based on the axial chord length and exit velocity was NS Shroud T\\
1.138x1(P. Overall pressure ratioR, /P) was 1.28whereP; is ﬁ FALL

inlet total pressure anH is exit static pressuregnd inlet and exit
Mach numbers were 0.25 and 0.6, respectively. The pressure rati  g.444em
and exit Mach number are slightly higher than those reported by
Kwak and Han[12,13]. The blow-down facility could maintain

steady flow in the cascade for about 40 s. Compressed air storef Yessureside 0.127cm
in tanks entered a high-flow pneumatic control valve, which could

maintain steady flow by receiving downstream pressure feedbacl Aluminuam
The control valve could maintain a velocity within3% of de-

sired value. (a) Plane Tip

All five blades placed in the test section were made of alumi-
num. A 3X scaled model of the GE2Bblade was used with a
blade span of 12.2 cm and an axial chord length of 8.61 cm. Sinc: RN Shroud NNy
the blades were placed in a linear cascade, they were machined f p 02286cm— :‘ﬁ
a constant cross section for its entire span, corresponding to the ti
profile of the actual GE-Eblade. Figure 2 shows the blade pro- . 0.508cm

3002, ] /774 _Polycarbonate

files, the inlet and exit angles for air, and the blade tip and shrouc 0.444cm

definitions. The middle blade was instrumented and was made il
two sections. Figure 3 shows the film-cooling measurement bladePressure side
The lower portion of the blade was made of aluminum with one
through hole for passage of the coolant air. The upper portior
consisted of an aluminum rim with an internal cavity and an outer
shell made of polycarbonate with low thermal conductivity. Seven (b) Squealer Tip
film-cooling holes were provided for coolant to pass through on

the airfoil pressure side and on the tip. Figurés)4nd 4(b)show Fig. 4 Geometry of film-cooling holes

Shell
\— Suction-side

Aluminum
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Fig. 5 Local blowing ratio for plane and squealer tip

of the cascade inlet and exit velocity and averaged coolant veloounding partial pressure of oxygen. Any pressure variation on the
ity, respectively, whilep,, andp. are the densities of mainstreamPSP-coated surface causes emitting light intensity to change be-
and coolant air, respectively. If the density is same, the ratio ¢ause of an oxygen-quenching process. A CCD camera measures
reduced to a velocity ratio. this change of intensity. A calibration performed for intensity ratio
To better explain the results for effectiveness, local blowingp give pressure ratio gives pressure information. To measure the
ratios through each of the seven holes on the tip and airfoil préém-cooling effectiveness and to obtain the intensity ratio from
sure side have been plotted in Fig. 5. Local blowing ratio waBSP, four kinds of images are required. A reference imagen
calculated by using the pressure differential for each hole. THrimination, no mainstream flow, surrounding pressure uniform at
static pressure in the cavity inside the blade was measured usingtm), an air imagéwith illumination and mainstream flow, air
three static pressure taps. The static pressure distribution waed as coolant), an air/nitrogen imageith illumination and
found to be uniform in the coolant cavity and was then comparedainstream flow, nitrogen gas used as coglartd a black image
to the static pressure distribution on the tip and pressure-side sgme illumination and no mainstream and coolant flde remove
faces. The local pressure distribution for tip was found using PSRise effects due to the camera.
whereas static pressure taps located at 97% of blade span werm@®xygen partial pressure information is obtained from the inten-
used to measure static pressure on the pressure side. The dischsitgeatio and calibration curve. This oxygen partial pressure in-
coefficient,Cp was assumed to be the same for all the holes onfarmation can be directly converted into static pressure distribu-
surface as it depends on the hole geometry. By knowing total mags for the case with air coolant injection. Intensity ratio for air
flow rate of the coolant, discharge coefficient and pressure diffand air-nitrogen mixture is calculated using E¢b). and (2), re-
ential for each hole, the local blowing ratib]; was calculated. spectively,
For the cases with tip and pressure-side injection, static pressures

on the tip and pressure side were averaged for each hole location Trer— bk —func(Pg,)s) OF funo(P) 1)
i. Lair—Toik 2

From Fig. 5, for coolant injection for tip holes, the squealer tip
shows a more uniform distribution of mass flux as compared to lrer— ok =func(Po.) my) )
plane tip. The uniform distribution of coolant flow through I mix— L bik O/ mix

pressure-side holgs IS mainly due. to more or less constant St% erel denotes the intensity obtained for each pixel for reference
pressure on the airfoil pressure side. Since internal and exter black(blk), air and air-nitrogerimix) images and fund®) is
pressures for the pressure-side film holes are constant, the coopﬁ%nt)’ ;

flow rate is found to be uniform. The blowing ratio indicated for, € relation between intensity ratio and pressure ratio obtained
tip and pressure-side injection represents the average of the blc‘;’l\I\}-er calibrating the PSPPG )i and (Po,)mix are the partial pres-

ing ratio for each corresponding tip and pressure-side hole. THé'€S of oxygen on the test surface for air and air-nitrogen mixture

average blowing ratios thus obtained are similar to those for orlj2ges, respectively. _
tip injection, indicating a minor effect of pressure-side coolant 1€ film-cooling effectiveness can be expressed as a ratio of
injection. oxygen concentrations measured by PSP and is calculated using

the following equation:

F|Im-CooI|ng Effectiveness Measurement Theory and Coy—Cor  (Po)ar (Po)mix
Data Analysis n= =

. . . COair (Poz)air
Pressure-sensitive paiPSP)was used to measure the film-
cooling effectiveness on the blade tip. PSP is a photoluminescerttere Co,;, and Co,,, are the oxygen concentrations of main-
material that emits light with intensity proportional to the surstream air and air-nitrogen mixture on the test surface, respec-

©)
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Fig. 6 Calibration setup for PSP

tively. By assuming the molecular weights of air and nitrogen as Images obtained from the camera were saved as TIF images,
the same, effectiveness can be expressed as a ratio of partial pagst a program created to calculate the average intensity value at
sures of oxygen due to proportionality between concentration aedch image pixel was executed. 200 imagess at 20 Hz were
partial pressure. captured for each case and the average pixel intensity was calcu-

The PSP-coated blade tip was illuminated by a strobe lighated from these images. Another program was used to convert the
fitted with an optical filter. Light emerging from this filter wasintensity magnitudes to partial pressure of oxygen and then to
blue light with a center wavelength of 460 nm and a bandwidth difm-cooling effectiveness. Results obtained for each pixel were
20 nm. A 12-bit scientific-grade CCD camelt@igh-speed Sensi- plotted as contour plots and are presented.
cam with CCD temperature maintained-at5°C using two-stage  Uncertainty calculations were performed based on a confidence
Peltier cooler)with an exposure time of 1 ms was employed tdevel of 95% and are based on the uncertainty analysis method of
measure emitting light intensity. An optical 590 nm long pas€oleman and Steel89]. The uncertainty for effectiveness is es-
filter was placed in front of the camera to record orange lightmated to be 7%, which arises due to an uncertainty of about 5%
emitting from the PSP. Optical filters were chosen to match tlhie the partial pressures of oxygen. This uncertainty is the result of
wavelengths for excitatioblue) and return(orange)signals for uncertainties in calibratiof4%) and image capturél%). Uncer-
the PSP. Special care was taken in choosing the wavelength ratajeties for very low effectiveness magnitudes may be higher. Un-
of the filters to avoid any overlap of the ranges, so that the camaertainties for the blowing ratios are estimated to be 4%.
could detect only the excited light from PSP and not the reflected
Iight from the light source. The camera gnd the_strobe light wefsrassure Ratio Results
triggered at the same time by a 20 Hz trigger signal. i o

The PSP-coated blade tip surface was constructed by first coatl-0cal pressure ratioR;/P) distributions on plane and squealer
ing the blade tip with enamel-based white paint and then layerifi§_for coolant injection through tip holes oni§T case)for C
it with PSP. Calibration for the PSP was conducted inside @2-5% are shown in Fig. 8. Pressure distributions for all cases
vacuum chamber. Figure 6 depicts a schematic of the calibrati§re not included due to space restrictions. Typical distributions
setup. Air was removed from the chamber by a vacuum pump afitg displayed in Fig. 8. The inlet total pressure was 147.39 kPa,
the intensity from the PSP-coated test plate was recorded at @fd the exit static pressure was 115.27 kPa.
ferent pressuresi(<P =1 atm). Pressure was varied from 010 preggyre Ratio Distributions for Plane Blade Tip. Pressure
1 atm. The same optical components, strobe light, and camefairihytions help indicate the possible paths of the tip-gap leak-
were used in the_ callb_ratlon._Th_ere is a temperature dependen%@ flow. For plane tip, the pressure ratio is higher near the tip
PSP. .However, if the |nten5|§y is .normallzed by _that of the refeb‘ressure sidé20—80% of chord regionindicating high leakage
ence imagéat 1 atm), the calibration curves, at different tempergq,y yelocities on the tip. The pressure ratios near the leading

tures fall into one curve. Figure 7 shows the calibration curve @yge of the blade are low, indicating lower velocities. Presence of
intensity ratio versus pressure ratio, which is found to be linear

down to a ratio of 0.35. During testing, it was ensured that tem-
peratures of mainstream air, coolant, and test section were the

same, while taking reference, air, and nitrogen images to minimize L1 T T T T
uncertainty. Thermocouplg3-type) located upstream of the test 1ol "
section and in the coolant flow recorded temperatures of air and ' e
nitrogen gas. Experiments were conducted in an air-conditioned 09k /./ 4
room (20°C) and temperatures of mainstream air, coolant air, and | 1
nitrogen gas were maintained at 20°C. = 08 ./ .
Coolant mass flow was set using a Rota-meter to a flow rate ¢ -~ 1
corresponding to the blowing ratio. A pneumatic valve was 07 b
opened and the pressure controller was set to the desired flow rate 1
for the mainstream air. A function generator was used to generate 06 ]
TTL trigger signal for camera and strobe light. The images were 05 R R
taken when the mainstream flow was fully developed, i.e., after 0.0 02 0.4 0.6 038 1.0
the initial developing time for flow~15 s). After the images were PP,
captured, the pneumatic valve was closed. The duration of a single
experiment was about 30 s. Fig. 7 Calibration curve for PSP
Journal of Heat Transfer MAY 2005, Vol. 127 | 525
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1 11 12 13 14 15 18
Fig. 8 Distributions of pressure ratio (P:/P)

K R K K for plane blade tip (top row) and squealer blade
M=0.0 M=1.0 tip (bottom row) for coolant injection through

tip holes only (T case) and C=2.5%

film-cooling jets may result in a blockage effect, which mighblowing ratio is muted. It can also be noted that pressure ratio
reduce the leakage flow through the tip gap. The plane tip pressdistributions closely resemble the local heat transfer distributions
ratio distributions show slightly lower magnitudes with increasinfR,3] for both plane and squealer tip cases.

blowing ratio, indicating the presence of this blockage effect. ) )
o i ) Film-Cooling Effectiveness Results
Pressure Ratio Distributions for Squealer Blade Tip. Fig-

ure 8 also shows pressure ratio distributions for the squealer blad&ilm-Cooling Effectiveness Results for Plane Blade Tip
tip. The pressure ratio on the squealer surface inside the cavityFigure 9 shows film-cooling effectiveness distribution for plane
lower as compared to the plane tip, indicating lower velocities dnlade tip. The first three rows in the figure include results for tip
the surface, suggesting the presence of a recirculation zone. Bmdy (T) coolant injection, middle three rows for pressure side
leakage flow reattaches at the base of the rim near the suction sidéy (P) coolant injection, and the last three rows for (@amber
and then the flow progresses toward the downstream pressure $it) and pressure-sidd ) coolant injection. For each case, a set
of the cavity. Numerical simulation of the same geometry peof three different tip gap clearancésS) of 1.0% (10), 1.5%(15),
formed by Yang et al[28] depicts flow path lines in the squealerand 2.5%(25) are shown arranged columnwise. Results for blow-
tip, which correlate well with the experimental observations. Higimg ratios of 0.505), 1.0(1), and 2(2) for each tip-gap clearance
leakage flow occurs at about 15-35% of blade chord. For casee also presented row-wise in Fig. 9. Notations used in the fig-
with squealer tip, the change in the pressure ratios with changinges are indicated by the numbers in parentheses above. Thus,

0 003 006 0.09 012 015 0.18 021 024 027 03

T-C10-05 C T-C10-1 § C T-C10-2 §
T-C15-05 C T-C15-1 § c T-C15-2 §
T-C25-05 C T-C25-1 § c T-C25-2 §

P-C10-05

P.C15-05

P-C25-05

TP-C10-06

TP-C15-05

ﬁﬁ e

‘ TPC252 o

Fig. 9 Film-cooling effectiveness distribution on plane blade tip

TP-C25-05
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TP-C15-2 corresponds to the case with coolant injection from tip. Effectiveness due to the tip holes along camber line remains
as well as pressure side, for a tip-gap clearance of 1.5% and blawestly constant, whereas that due to airfoil pressure-side holes
ing ratio, M =2. Same notation has been used in all figures witthows an increasing trend with decreasing tip gap. Higher clear-
plots of film-cooling effectiveness. ances between blade tip and shroud allow more leakage flow,
The maximum film-cooling effectiveness among all cases which, in turn, may lead to dilution of the coolant.
Fig. 9 is about 0.3 with the maximum value occurring immedi-
ately downstream of the holes. As blowing ratio increases from Film-Cooling Effectiveness Results for Squealer Blade Tip
M=0.5 to M=2, overall film-cooling effectiveness increasesFigure 10 shows film-cooling effectiveness distribution for
This is due to higher mass flow rate of the coolant injectegfuealer blade tip. The figure includes plotsToP, and TP cases
through the holes resulting in a larger film-covered area. The filiith different tip clearances and blowing ratios with the plots
covered area extends further downstream with a more visible tr@éanged in the same fashion as Fig. 9. The presence of a squealer
for film-cooling effectiveness as blowing ratio increases. The ifilP reduces the leakage flow from pressure to suction side of the
crease in magnitude is higher for tip hol@sand TP) closer to blade. The fllm-qovered area for squealer tip is smalle_r as com-
the leading and trailing edges as compared to midchord holes Ri'€d to plane tip. Moreover, trace of the coolant is oriented to-
higher blowing ratios f1=1 and 2), which can be attributed toward_ the trailing edge and pressure S|d_e for the_ hole_s on the cam-
smaller leakage flow in this region. The relatively lower increadeer line, whereas the trace in plane tip case is oriented toward
in film-cooling effectiveness at 30—40% of chord region may psuction side. This is because of the squealer rim, which induces a

due to high leakage flow, which may dilute the injected coolafCirculation zone inside the cavity. L . .
with the leakage flow. Besides, coolant injection at 90° to the Film-cooling effectiveness increases with increasing blowing
; X : fqtio. For the region from the midchord of the blade to the trailing

flow, thus lowering effectiveness. coumuiation and reciculation of coolant A noliceable trace ca
For TP cases, since number of film-cooling holes is double, tl‘be detected on the trailing edg&R), which is probably because

total mass flow rate was also set at two fimes thatTiand P f.some carry over of the coolant over the rim from the pressure
cases. Thus, average blowing ratio for each hole is maintain%%e y P

same forT P, T, andP cases. It should also be noted that the local
static pressure measured on the pressure side at 97% of the bl
span indicates that it is mostly constant over the region fro

dding film-cooling holes on the pressure sigRandTP) has
a minor effect on the tip. The pressure-side rim of the

S . . : %uealer tip shows some traces of the coolant, while a stronger
where coolant is injected with local pressure ratio magnitudgs, ¢ i yisible on the trailing edge. The maximum value of film-

increasing from 1.0 at the leading edge to 1.07 near the last ho 80Iing effectiveness is lower than 0.2 for cases with only

By comparing these ratios to local pressure ratios on the tip SWeoqq e side coolant injection. Results from a film-cooling effec-
face, the blowing ratio distribution for each corresponding tip a

ide hol b ; q be ob d eness study performed by Kwak and HEB| using a hue-
pressure-side hole can be approximated. It can be observed figq tion-based transient liquid-crystal technique on a squealer
Fig. 8 that the pressure ratio on the plane tip surface near

R ) fAde tip show similar path lines for coolant flow. This indicates
camber line is high with average values around 1.35, whereas {4 consistency between the two methods. Their magnitudes for

the squealer tip the pressure ratios are lowel.1). Thus, the ggectiveness on the tip cavity surface are higher mainly because

pressure ratios for plane tip on the camber line are much .higherda}sa larger number of holed 3), and, consequently, more coolant
compared to near-tip pressure si@ 97% blade span), while for ; supplied at the same blowing ratio.

squealer tip, thg pressure ratios are co.mparable. This indicates t ?ﬁcreasing tip gap shows increasing film-cooling effectiveness
for the plane tip for TP cases, relatively more coolant passgsine squealer cavity. This is opposite to that for the plane tip,
through the tip holes than pressure-side holes because of a highifch shows a decreasing trend. At smaller tip-gap clearance, the
pressure drop through the tip holes, resulting in higher blowingyroud may restrict the recirculation inside the cavity because the
ratios for the tip holes. For the squealer blade tipTit cases, the gjistance from the floor of cavity to the shroud is smaller than the
blowing ratios for tip and pressure-side holes are comparable dygith of cavity. On the other hand, at a larger tip-gap clearance,

to similar surface static pressures on the tip and near-tip regigRe recirculating vortex can be even stronger and can push the
Thus, higher effectiveness on the tip surface due to tip holes f@olant to the tip surface.

tip and pressure-side injectiof P) cases as compared to only tip
injection (T) for the plane tip can be explained as the blowing Averaged Film-Cooling Effectiveness Results. Figure 11
ratios might be higher than the preset value. shows the variation of averaged film-cooling effectiven@ssfor

For cases with coolant flow on the pressure gidend TP), the plane and squealer blade tip for all cases. The averaged values
traces of the coolant on the blade tip can be observed more cle@{§ obtained by area averaging the effectiveness magnitudes for
with increasing blowing ratio. Due to high mainstream velocitie projected tip area. Averaged effectiveness values show an in-
on the pressure side, coolant injected through these holes can@jg@sing trend with increasing blowing ratios as observed for the
diverted toward the trailing edge. Thus, effectiveness for the firg@ntour plots. It can also be observed that results obtained for two
two holes is almost negligible for blowing ratios of 0.5 and 1.08€ts of film cooling holes TP case)do not necessarily show a
For M=2 though, a trace is visible due to larger momentum diumulative effect for results with tip onl¢T case)injection and
the coolant jet. The carrying over of the pressure-side coolantREessure side onlyP case)injection. From Fig. 11, it is evident
higher for the holes near the midchord to trailing-edge regiof}at pressure side onlf> case)coolant injection has poor effec-
resulting in higher film-cooling effectiveness. For both pressuréveness for squealer tip as compared to plane tip.
side and camber line coolant injection, almost uniform, high film-
cooling effectiveness near the trailing edge is observed. A qua-onclusions
tative comparison with the results obtained by Kwak and Fin A parametric study has been performed for film-cooling effec-

shows consistency between the two data sets. They perfor g ; } .
tests for coolant injection using 13 holes each on the camber Tﬁ%ness on blade tip by using a plane tip and a squealer tip.
s

and pressure side, whereas seven holes have been used in Rets of coolant injection from tip, pressure side, tip and pres-
! . : 3 side, blowing ratio, and tip-gap clearance have been studied.
s_tudy. Tre_nds obtalneq for th_e coolant traces in bOt.h St“d'?s %%jor findings from the experimental results are listed below.
similar, with the magnitudes in the present study slightly higher
than those obtained by Kwak and HE2. 1. Increasing blowing ratio increases film-cooling effectiveness
Increasing tip gap from 1.0% to 2.5% of span generally shows for tip for all cases. For pressure-side injection ofiy, the
a decreasing effect on the film-cooling effectiveness on the blade increase in effectiveness is smaller for higher blowing ratios.

Journal of Heat Transfer MAY 2005, Vol. 127 / 527

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



25-05 ~

P-C15-05

Fig. 10 Film-cooling effectiveness distribution on squealer blade tip

—&—Tip, C=1.0% - Tip, C=1.5% -€-TpC=25 |
3 (75 ' | PlaneTip-P k. f PlaneTip-TP. m .
&2 3 B s 3 . .
w S « | E
HER: oo
g3 S .
A
£ 1
oo
4 25 1.5 2 25 2.5
"§ 7
Q6
Es5p
[rery
82
[
0 0.5 1 1.5 2 25 0 0.5 1 1.5 2 25 0 0.5 1 1.5 2 25
Blowing Ratio, M Blowing Ratio, M Blowing Ratio, M
Fig. 11 Averaged film-cooling effectiveness for plane and squealer blade tip
528 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2. Blade tip effectiveness is re|ative|y unaffected by changes in Transfer and Film Effectiveness Investigations Performed by Dr. D. E.
tip-gap clearance. Metzger,” ASME J. Turbomach117, pp. 1-11.

. TR . . 5] Kim, Y. W., and Metzger, D. E., 1995, “Heat Transfer and Effectiveness on
3. For plane tip cases, the film-cooling effectiveness on bladé Film Cooled Turbine Blade Tip Model ASME J. Turbomacti17, pp. 12—

tip is higher for the case with pressure-side injectibn as 21
compared to only t'F(T_) and tip ar!d pres_sure-5|de Injection 6] Metzger, D. E., Dunn, M. G., and Hah, C., 1991, “Turbine Tip and Shroud
(TP) except for the highest blowing ratio casé € 2). Heat Transfer,” ASME J. Turbomachl13 pp. 502—-507.

4. For squealer tip cases, the film-cooling effectiveness ori7] Dunn, M. G., and Haldeman, C. W., 2000, “Time-Averaged Heat Flux for a
blade tip is higher for the case with tip and pressure-side Recessed Tip, Lip, and Platform of a Transonic Turbine Blade,” ASME J.
injection as compared to only tip and only pressure-side in- __Turbomach.122, pp. 692-697.

; : [8] Bunker, R. S., Baily, J. C., and Ameri, A. A., 2000, “Heat Transfer and Flow
jection. ) X ; et )

5. For squealer tin cases. higher film-cooling effectiveness is on the First Stage Blade Tip of a Power Generation Gas Turbine: Part 1:

: q p » g . Y . Experimental Results,” ASME J. Turbomachi22, pp. 272-277.
observed _due_ to aC(_:umUIanon between camber line an(#g] Bunker, R. S., and Baily, J. C., 2001, “Effect of Squealer Cavity Depth and
pressure .S|de n th.e tip cavity. ) Oxidation on Turbine Blade Tip Heat Transfer,” ASME Paper No. 2001-GT-

6. Film-cooling effectiveness on the plane blade tip due to  0155.
coolant injection from the pressure side of blade is signifi{10] Azad, G. M. S., Han, J. C,, Teng, S., and Boyle, R., 2000, “Heat Transfer and

cant, whereas for squealer tip, it is negligible. Pressure Distributions on a Gas Turbine Blade Tip,” ASME J. Turbo-
mach.,122, pp. 717-724.
[11] Azad, G. M. S., Han, J. C., and Boyle, R., 2000, “Heat Transfer and Pressure
Acknowledgment Distributions on the Squealer Tip of a Gas Turbine Blade,” ASME J. Turbom-
. . . ach.,122, pp. 725-732.

This work was prepared with the partial support of the NASA{12] kwak, J. S., and Han, J. C., 2003, “Heat Transfer Coefficient on a Gas Turbine
Glenn Research Center, Solar Turbines, Inc., and State of Texas Blade Tip and Near Tip Regions,” J. Thermophys. Heat Trandfé(3), pp.
Advanced Technology Program. 297-303.

[13] Kwak, J. S., and Han, J. C., 2003, “Heat Transfer Coefficient on the Squealer
Tip and Near Squealer Tip Regions of a Gas Turbine Blade,” ASME J. Heat
Nomenclature Transfer,125, pp. 669—-677.
[14] Azad, G. M. S., Han, J. C., Bunker, R. S., and Lee, C. P., 2002, “Effect of
Squealer Geometry Arrangement on a Gas Turbine Blade Tip Heat Transfer,”
ASME J. Heat Transfer]24, pp. 452—459.

C = tip clearance gap
Cp = discharge coefficient

Co = oxygen concentration [15] Kwak, J. S., Ahn, J., Han, J. C., Pang Lee, C., Bunker, R. S., Boyle, R., and
C, = axial chord length of the blad@.61 cm) Gaugler, R., 2002, “Heat Transfer Coefficients on Squealer Tip and Near Tip
d = diameter of film-cooling hole$0.127 cm) Regions of a Gas Turbine Blade With Single or Double Squealer,” ASME
i = film-cooling hole location on a surface from leading Paper No. GT-2003-38907.
edge [16] Mayle, R. E., and Metzger, D. E., 1982, “Heat Transfer at the Tip of an

Unshrouded Turbine BladeProc. of 7th International Heat Transfer Confer-
ence, Hemisphere, Washington, DC, pp. 87-92.
[17] Heyes, F. J. G., Hodson, H. P., and Dailey, G. M., 1991, “The Effect of Blade

| = pixel intensity for an image
M = average blowing ratio= p.V¢/pmVayg

M; = blow_mg ratio forith hole (= pc,Ve,i/pmVavg Tip Geometry on the Tip Leakage Flow in Axial Turbine Cascades,” ASME
LE = leading edge of the blade Paper No. 91-GT-135.
P = local static pressure [18] Yang, T. T., and Diller, T. E., 1995, “Heat Transfer and Flow for a Grooved
Pt = total pressure at the cascade inlet Turbine Blade Tip in a Transonic Cascade,” ASME Paper No. 95-WA/HT-29.

[19] Teng, S., Han, J. C., and Azad, G. M. S., 2001, “Detailed Heat Transfer

Po., = i
O partial pressure of oxygen Coefficient Distributions on a Large-Scale Gas Turbine Blade Tip,” ASME J.

PS = bla_d_e pressure side Heat Transfer123, pp. 803—809.

TE = trailing edge of the blade [20] Saxena, V., Nasir, H., and Ekkad, S. V., 2003, “Effect of Blade Tip Geometry

Tu = turbulence intensity level at the cascade inlet on Tip Flow and Heat Transfer for a Blade in a Low Speed Cascade,” ASME
x = axial distancgcm) Paper No. 2003-GT-38176.

Vg = averaged velocity of mainstream air at cascade inlet [21] Papa, M., Goldstein, R. J., and Gori, F., 2002, “Effects of Tip Geometry and
9 and exit Tip Clearance on the Mass/Heat Transfer From a Large-Scale Gas Turbine

V. = averaged velocity of coolant air from all film-coolin Blade,” ASME Paper No. 2002-GT-30192.
c - g ty g [22] Jin, P., and Goldstein, R. J., 2002, “Local Mass/Heat Transfer on a Turbine

holes o ] ) Blade Tip,” 9th International Symposium on Transport Phenomena and Dy-
a = thermal diffusivity of blade tip material namics of Rotating MachineryHonolulu, Feb. 10-14, HT-ABS-012, pp.
(1.25%10 " m?/s) 1-11.
7 = local film-cooling effectiveness [23] Jin, P., and Goldstein, R. J., 2002, “Local Mass/Heat Transfer on Turbine

Blade Near-Tip Surfaces,” ASME Paper No. 2002-GT-30556.

[24] Ameri, A. A., Steinthorsson, E., and Rigby, L. D., 1999, “Effects of Tip Clear-
ance and Casing Recess on Heat Transfer and Stage Efficiency in Axial Tur-
bines,” ASME J. Turbomach]21, pp. 683—-693.

p. = density of coolant air
pm = density of mainstream air

Subscript [25] Ameri, A. A., and Bunker, R. S., 2000, “Heat Transfer and Flow on the First
Stage Blade Tip of a Power Generation Gas Turbine: Part 2: Simulation Re-
air = mainstream air with air as coolant sults,” ASME J. Turbomach.122, pp. 272-277.
mixXx = mainstream air with nitrogen as coolant [26] Ameri, A. A., and Rigby, D. L., 1999, “A Numerical Analysis of Heat Transfer

ref = reference image with no mainstream and coolant flow and Effectiveness on Film Cooled Turbine Blade Tip Models,” NASA/CR

s . i P 1999-209165.
blk = Image without Illummatlor(bla(:k) [27] Yang, H., Acharya, S., Ekkad, S. V., Prakash, C., and Bunker, R., 2002, “Flow

and Heat Transfer Predictions for a Flat-Tip Turbine Blade,” ASME Paper No.

References 2002-GT-30190.

. [28] Yang, H., Acharya, S., Ekkad, S. V., Prakash, C., and Bunker, R., 2002, “Nu-

[1] Han, J. C., Dutta, S., and Ekkad, S. V., 20s Turbine Heat Transfer and merical Simulation of Flow and Heat Transfer Past a Turbine Blade With a
Cooling TechnologyTaylor & Francis, New York. Squealer-Tip,” ASME Paper No. 2002-GT-30193.

[2] Kwak, J. S., and Han, J. C., 2002, “Heat Transfer Coefficient and Film- B ; P
Cooling Effectiveness on a Gas Turbine Blade Tip,” ASME Paper No. GT_[29] Acharya, S., Yang, H., Prakash, C., and Bunker, R., 2002, “Numerical Simu

2002-30194 lation of Film Cooling on the Tip of a Gas Turbine Blade,” ASME Paper No.
[3] Kwak, J. S., and Han, J. C., 2002, “Heat Transfer Coefficient and Film- 2002-GT-30553.

Cooling Effectiveness on the Squealer Tip of a Gas Turbine Blade,” ASME[30] Yang, H., Chen, H. C., and Han, J. C., 2004, “Numerical Prediction of Film
Paper No. GT-2002-30555. Cooling and Heat Transfer With Different Film Hole Arrangements on the

[4] Kim, Y. W., Downs, J. P., Soechting, F. O., Abdel-Messeh, W., Steuber, G. D.,  Plane and Squealer Tip of A Gas Turbine Blade,” ASME Paper No. 2004-GT-
and Tanrikut, S., 1995, “A Summary of the Cooled Turbine Blade Tip Heat 53199.

Journal of Heat Transfer MAY 2005, Vol. 127 / 529

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[31] Hohlfeld, E. M., Christophel, J. R., Couch, E. L., and Thole, K. A., 2003, Sensors,” AIAA Paper No. 93-0178.
“Predictions of Cooling Flow Dirt Purge Holes Along the Tip of a Turbine [36] Zhang, L. J., and Fox, M., 1999, “Flat Plate Film Cooling Measurement Using
Blade,” ASME Paper No. 2003-GT-38251. PSP and Gas Chromatography Techniqué¥gc. Fifth ASME/JSME Joint
[32] Morris, M., Donovan, J., Kegelman, J., Schwab, S., Levy, R., and Crites, R., Thermal Engineering ConfSan Diego, ASME, New York.
1995, “Aerodynamic Applications of Pressure Sensitive Paint,” AIAA Paper [37] Zhang, L. J., Baltz, M., Pudupatty, R., and Fox, M., 1999, “Turbine Nozzle

No. 92-0264. Film Cooling Study Using the Pressure Sensitive P&RSP) Technique,”
[33] McLachlan, B., and Bell, J., 1995, “Pressure-Sensitive Paint in Aerodynamic ~ ASME Paper No. 99-GT-196.
Testing,” Exp. Therm. Fluid Sci.10, pp. 470—485. [38] Zhang, L. J., and Jaiswal, R. S., 2001, “Turbine Nozzle Endwall Film Cooling

[34] Donovan, J., Morris, M., Pal, A., Benne, M., and Crites, R., 1993, “Data Study Using Pressure-Sensitive Paint,” ASME J. Turbomat®3, pp. 730—
Analysis Techniques for Pressure- and Temperature-Sensitive Paint,” AIAA  738.
Paper No. 93-0178. [39] Coleman, H. W., and Steele, W. G., 198Xperimentation and Uncertainty
[35] Bell, J., and McLachlan, B., 1993, “Image Registration for Luminescent Paint Analysis for Engineersiley, New York.

530 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A Fully Implicit Hybrid Solution
Method for a Two-Phase
vincent A. Mousseaw’ | Thermal-Hydraulic Model

Fluid Dynamics Group, T-3, M.S. B216,

Los Alamos National Laboratory, . . . . . .
Los Alamos, New Mexico 87545 This paper will present a hybrid solution algorithm for the two-phase flow equations

g-mail: vmss@lanl.gov coupled to wall heat conduction. The partial differential equations in the physical model
are the same as iRELAPS The hybrid solution algorithm couples two solution methods,
the solution method currently employed gLAP5 and an implicitly balanced solution
method. The resulting hybrid solution method is both fast and accurate. Results will be
presented that show when accuracy and CPU time are considered simultaneously that
there are ranges when the hybrid solution algorithm is preferred overthe pssolution
method. © 2005 American Institute of PhysiddDOI: 10.1115/1.1865223

Introduction conducting solid slab. The slab is heated by a cosine-shaped

. S . source and is coupled to the two-phase flow in the channel
This article is based on work presented at a conferend¢é]in 'g}rough convective heat transf@ee Fig. 1),

and is a continuation of prgvious work on the accuraFe solution Of ;g system is a very simplified version of a nuclear reactor.
the two-phase flow equatiorig]. Both the mathematical model The heat source comes from nuclear fission and is conducted
and the spatial discretization come directly from HEAPs code  through a solid structure to be removed by the water-steam con-
manual[3,4]. The purpose of this work is to investigate morgection. ThereLAPs[3,4] code was designed to simulate the two-
accurate time integration methods applied to closure relations tpgfase flow, heat conduction, and nuclear fission in a nuclear reac-
are a function of the state of the fluid. Questions regarding spatiat. The numerical methods iRELAP5 are based on an operator
accuracy and correctness of the two-phase mathematical mosjglitting of the nuclear fission, the heat conduction, and the fluid
are beyond the scope of this work. Many of the algorithmic detaifow. In addition, the fluid flow has further linearizations and op-
(such as the time discretization of ti&LAPs and of the fully erator splitting(the semi-implicit algorithm The basic numerical
implicit algorithms that are presented in Ref2] will not be methods iNnRELAPS are still very similar to when the code was
repeated here. The main difference between the results prese@dginally written in the mid 1970's. Because of the small memory
here and irf2] is related to the closure relations for the two-phas%nd very slow computational speed of computers in the 1970's,
flow equations. If2] the closure relation@riction and heat trans- these simplifications were required to make the simulations trac-
fer coefficients)were assumed to be constants. In another recdfP'e: . . .
work [5], a similar fully implicit algorithm was investigated em- .he hyppd "?‘Pp“’aCh of this manuscript emplqys the operator
) . - split semi-implicit (OSSI) method that is the time integration al-
ploying the closure relations fromoBrRA/TRAC [6]. The results in

- . gorithm of thereLapPs code[3,4]. This OSSI method, which has
E)errlr;?i;Et;%bi%?;??nsaiigﬁr:ns;rgnl:ljrratéf/t\gssﬂ;?fri]ggi]c’yt[)gﬁ trne:ﬁilss problems with stability and accuracy, is used to provide a solution

. ) ; - that is “close” to the correct answer. Given a good estimate of the
artlc[e, the closure relations will be a function of the vapor volumgg|ution from the OSSI method, the JFNK metHa@,11], which
fraction as opposed to the constant closures usd@linbut the s stable and accurate, quickly converges to the correct solution
new closure relations are still simpler than the physically realistigith only a small amount of computational work.
closures employed if6]. The purpose of this paper is to investi- This hybrid approach has two main advantages. First, one can
gate the accuracy and efficiency of a fully implicit model withtake advantage of the thirty years of investment in optimizing the
closure relations that depend on the state of the fluid. OSSI method. Second, if the hybrid solution method contains the
The work in[2] is the result of many years of work with the OSSI method, either one can be employed where appropriate.
Jacobian-free Newton-KryloyJFNK) solution method7]. The The remainder of this article has the following layout. The
accuracy of JFNK’s implicitly balanced approach compared tgathematical model of the one-dimensional two-phase flow equa-
solution methods like the one employed BgLaPs have been tions coupled to the two-dimensional nonlinear heat conduction
analyzed for nonequilibrium radiation diffusion, reduced magné&duation is presented first. A brief discussion of the discretized
tohydrodynamics equations, and the shallow water equafshs €duations follows. The closure models are presented in the next
In all of these applications, the JENK method provides high ction. In the following section, the hybrid solution technique is

accuracy for the same time step size. The idea of usind a hvb Ira'efly described. After this, results are presented for two test
y P Siz€. 9 a Nybofbblems to demonstrate the accuracy and efficiency of this hy-
approach that couples two solution procedures has been do Ha approach. Finally, conclusions are presented
mented for geophysical flows and magnetohydrodynami¢9fin ' ' '
The basic ideas for the hybrid solution method are already Weljsthematical Model
documented irf2,9], so many details will be left out of this ar-
ticle. X
The nonlinear system of interest in this article will include Watakf;&de'rrﬁf)?gyggr?stQﬁﬁﬁggﬁ’gﬁ% C;S_E’e&zr:i%%&i?h;zepres_
ter and steam flowing though a channel that is attached to a h u?e model with coupling to a two-dir;wensional, no’nlinear heat

T rerephone (505)665- 5891, fax(505)565.5026 conduction problem. In this model, both phases have their own
elephone - ; fax - . : : )
Contributed by the Heat Transfer Division of ASME for publication in toeg- mass, mo.memum’ and energy .Conservatlon equ.atlons' The first
NAL OF HEAT TRANSFER Manuscript received April 27, 2004; revision received WO equations are the conservation of mass equation for the vapor
December 23, 2004. Review conducted by: R. P. Roy. phase,

The partial differential equations presented in this section are
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outflow dT/dx =0 dv f v f JP

agps e tagpr -t ap o~ aipig
° 5 2
°O —a =—Fyrawi(aipr)?fvilvit Fiafvg—v (vg—vy)
e *Fg(Ui*Uf)~ (7
O The momentum losses due to wall and interfacial friction are
@, (@) - Q given in terms of vapor and liquid wall area coefficients, vapor
OO o and liquid wall friction coefficients, and an interfacial friction
coefficient. Here one notes that the interfacial friction has equal
0qQ0O magnitude and opposite sign in E§) and Eq.(7). The terms that
A X 8 Q include mass transfer account for the momentum lost or gained by
o~0O the mass appearing at the interfacial velocity.
is model also has two energy equations, one for conservation
@)e, This model also h gy equati fi i
of energy in the vapor phase,
OOO dagpqU dagpqUqv Jda dagv
OOO a gpggJr gpggg+P_g+P 9Yg
o ot X at X
o
=ngawg(Tw_Tg)+Higai(Ts_ Tg)
v=vo dTidx=0
Inflow + Hfgai(Tf—Tg)Jrl“gh; , (8)
>Y and a second conservation of energy in the liquid phase,
Fig. 1 Schematic diagram of the computational domain daspiUs + dagpiUsvy + p% P dasvy
ot IX at IX
=Hyawi(Tw—T) +Hirai(Ts— Ty)
dagpg  dagpgug r 1) —Hgai(T—=Ty) _th? . 9)
ot ox 9

The mathematical model includes a two-dimensional nonlinear

_ _ o heat conduction equation to represent conservation of energy in
and the conservation of mass in the liquid phase,

the solid wall,
r?a/fpf &afpfvf ﬁew d (9TW J (9TW
—_—t ——=-T,. 2 — = —K——=—K——
at X g ) at ax  ax dy ay Qnw
The interfacial mass transfer is given by, =—[Hygawg(Tw—Tg) +Hyraw(Tw—To1. (10)
_ _ Here the source term represents the energy imparted into the wall
Ty=- Higai(Ts ngJrH:fai(Ts T . (3) from nuclear fission. The wall energy is computed from,
hg - hf TW
This mass transfer model assumes that the properties of the inter- ew= fT PuCpdTy - (11)
0

face are always at the thermodynamic saturation value associated

with the pressure. The “starred” enthalpies in E§) are calcu- It is important to note that in Eq10), the energy exchange with
lated from the vapor and liquid specific enthalpies and the vapthre liquid and vapor are equal in magnitude and opposite in sign

and liquid saturation specific enthalpies by, in Eq. (8) and Eqg.(9). Additionally, the areas between the wall
and the vapor, and the wall and the liquid, are only nonzero in
. | hgst if T'g>0, control volumes that are adjacent to the fluid. Similarly, the fission
hg = h.: otherwise (4)  heat source is only nonzero in the cells adjacent to the opposite
9 '

edge from the fluidsee Fig. 1).
and,

) Discrete Equations

The details of the discrete equations used for both the hybrid
H]ffNK) and the OSSI solution can be found[i&] and the com-
ple

he: if Tg>0,
h* =

his: otherwise.

It is important to note that mass transfer is equal in magnitude al 3 X h
opposite in sign in Eq(1) and Eq.(2). te details of th&eLAPs discrete equations can be found 8)4]

: - . ote both of these documents are available on the)wEhe
Vagg'rsp?gsgl has a conservation of momentum equation for té#screte form of the vapor momentum equat|é&u. (6)] will be

given below.
The discrete equations are solved on a staggered mesh with the
%Jr %Jr ﬁ_ state variablegvolume fraction, pressure, liquid and vapor en-
APy~ T XgPgUg o T Ay T AgPgd ’ ’

ergy) located at the cell centefsubscriptsj+1 andj) and the
liquid and vapor velocities are located at the cell faggscript
j+1/2). For brevity, only the vapor momentum equation will be
+T4(vi—vg), (6) given in discrete form. The second order in time implicitly bal-
anced discrete finite volume form of the vapor momentum equa-
and a conservation of momentum equation for the liquid phasejon used in the hybrid solution method is given by,

=- ngawg(agpg)zlvg|vg_ Fiailvg_vfl(vg_vf)
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-

V( an+ 1/2pn+ 1/2)

1 1
¢] 9 n+1 n n n+1
— +=F.,F=F =0 12

At (vg vg) 2 mg 2 mg 1 ( ) 09
whereV is the volume of the fluid control volume and 08
Fro =ay(ag oy Dog o5 ha—vgi DT Ayag (P 2y

S — on—,

_P_n+l)_v(an+1pn+l)g =
j g Pg = 06
+VFWgaUvgl(ag+lp8+l)2|vg+l|vg+1+V1-S+1(Uin+l g 05
_US+1)+V(Fiai)n|vg+l_U?+1|(vg+l_vrf1+1)l (13) go4

Since the vapor momentum equation is located at the cell face, -
implied subscript in the discrete equations will pe 1/2, and ‘g 0.3
only subscripts that are different frofnt+ 1/2 will be included.

State variables that have been averaged to a cell face will have 0.2
overbar, and velocities upwinded to cell centers will have a tild:

(= AR EE RAREE RENEN RENEE RENEN RERRE RERES LEREN REREY RREES |

The OSSI solution uses the following discrete form of the vapc 0.1
momentum equation:
0 R R [ SN TR W [ TR NN W NN TN T G N N
V(alph) — o 0.2 04 0.6 0.8 1
glg 1 1 j
T(Uy —ol)+Ay(afplvl(v] 1 —vl )+ Ayal(PI Vapor Volume Fraction
Fig. 2 Interfacial area versus vapor volume fraction

P V(@) VPl gl

+VFS(UP+1—vg+l)+V(Fiai)"|vg—v?|(vg+1—v?“). . . _ .
The interfacial area has been designed to prevent the interface
(14) " mass transfer terms from driving the volume fraction greater than
Comparing Eq(12) and Eqg.(14), one can see that E(L2) is a one or less than zero. To accomplish this the interfacial area is set
nonlinear equation that achieves second order in time accuracytbyzero if the volume fraction is less than 0.001 or greater than
employing Crank-Nicolson temporal differencing. Equatidd) 0.999. For simplification of nomenclature, we define a new nor-
is a linear equation that has been linearized by a Picard linearimaalized volume fraction that has the range 0 to 1 when the vol-
tion. An analysis of the truncation errors induced by Picard liname fraction has the range from 0.001 to 0.999:
earizations is given ifi12]. tg—0.001

. ag=m .
Closure Equations 0.999-0.001

It should be stressed that these closure relations are represeffi¥en this normalized volume fraction, the interfacial area can
tive and that no attempt has been made to compute “accurafe®w be expressed as,

(15)

closuqe relat_ions for the test problems. A sig_nificant amount of 1+sif2ag—1/2]m  aye[0.001,0.999,
work is required to get the correct dependencies between the clo- a= ] (16)
sure relations and the state variables. In addition, there is a sig- 0: otherwise.

nificant amount of “tuning” of the closure relations to get them to  p plot of this function is shown in Fig. 2. In this figure, one can

match the empirical data that is availatiee[3,4,6]for more = see the interfacial area reaches a maximum at a volume fraction of
_detalls on flow regime maps). The closure relatlo_ns presented hgfRs-half and goes to zero in the limits of high and low volume
ignore the dependency on all of the state variables except iphctions. This interfacial area is then used as a multiplier of vapor
volume fraction. As a function of volume fraction, the friction andyq |iquid interfacial heat transfer coefficients in the computation
heat transfer coefficients have been given reasonable shapes Withhe interfacial mass transfer.

the correct limiting values as the volume fraction approaches zerorne next closure relation to be addressed is the area between

and one. , _ the wall and the vapor or liquid. These closure relations are de-
These closure relations have been constructed in an attempgiithed to make the liquid area high when the vapor volume frac-
have closure relations that depend on the state of the fluid is low and to make the vapor area high when the vapor

opposed to the constant closure relations that where employed,§lyme fraction is high. It should be noted that as the vapor vol-
[2], but not a full flow regime as was employed 8). In addition ;e fraction approaches zero, all of the interactions with the wall
there were differences between the model in this article and thge place with the liquid phase, and as the vapor volume fraction
model in [5]. These differences include a three-field modelhoaches one, all of the interactions with the wall take place

switchin.g.between.(.aquations in the single-phase limits, and qsimh the vapor phase. The wall areas are given by the following
an empirically verified set of closure relations. The three fielg,, equations:

effects will not be addressed in this article. To eliminate the dif-

ficulty of going to the single-phase limit, these closure relations 1+siMap+1/2]7m:  aye[0.001,0.999,

have been designed so that they gradually approach the single- _J-

phase limit but remain two-phase. It is possible that closure rela- aw=1 0: ag=>0.999, 17
tions constructed to match experimental détach as the ones 1. «y<0.001,
employed in[5]) may include discontinuities in state space. To —1_ 18
eliminate the effects of these discontinuities on the numerical Awg Awt - (18)
method, the closure relations constructed in this manuscript &gquation(17) and Eq.(18) are plotted in Fig. 3. These wall areas
smooth. The void dependency provides the nonlinear coupliage used to compute the wall friction and the wall heat transfer.
between the state variables and the closure relations. However, The interfacial area, wall liquid area, and the wall vapor area
closure relations of this article do not include discontinuities anzbntrol interfacial mass transfer, wall friction, and wall heat trans-
have not been designed to match any experimental data. fer. The interfacial area has been designed to turn off mass transfer
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Fig. 3 Liquid (solid) and vapor (dashed) wall area versus va- 9 P

por volume fraction

10°[1+sin({2ag+1/27)]%  age[0.001,0.999,
_ _ &) 15 otherwise.

as the vapor volume fraction approaches one and zero. This pre- (23)
vents the simulation from trying to condense the small amount of . . o
vapor present or from vaporizing the small amount of liquidFduation(23)is plotted in Fig. 5. Here one can see that the con-
present. This design keeps the simulation in the two-phase regirf@St heat transfer is only large when the volume fraction is near

The last two closure relations have been designed to enfo#@© and one. Again, it should be noted that E2B) defines the
thermal and mechanical equilibrium in the phase that is disappeBfoduct of the area times the coefficient. _
ing. To accomplish this, the interfacial friction needs to be high as It should be relt_erated that these closure _relatlons were formed
the volume fraction approaches zero and one. In addition, tiean attempt to include some of the nonlinear effects into the
interfacial friction includes a local maximum at a volume fractiofmodel. These closure relations are a first step beyond a constant
of one-half, which corresponds to the maximum in interfacial aréaosure modellike the one used ifi2]) but is well short of a full
at a volume fraction of one-half. Given these constraints, the ifOW regime map, as was employed|[&]. These simple relations

terfacial friction can be expressed by the following four equation&'e included to investigate the accuracy and efficiency of closure
relations that depend on the state of the fluid. Three criteria were

%[1+Sin{2ao+ 12 )3 aye[0.001,0.999, used for the development of these closure relations:
1 1: otherwise, 1. Their shape is a reasonable function of volume fraction
2. The shape is smooth
ay—0.3
@R="0a (20)
1.0E+04
d1+sin{2a,—1/2w]:  aye[0.001,0.999, @)
2 1: otherwise,
aF=10(F 1 +F ). (22)  °%®
To provide the local maximum at a volume fraction of one-half,

-

second normalized volume fractigeee Eq.(20)] had to be de- &
fined. Equation(22) is plotted in Fig. 4. It should be noted thatg %%*®
Eqgs.(16)—(18) define areas that are a function of volume fractiors
These variable areas are then multiplied by constant coefficie/~

to obtain the nonlinear effect into the interfacial mass transfesg’, - 1
wall heat transfer, and wall friction. In contrast, E§2) defines = ’
the product of the area and the coefficient.

The last step in defining the closure relations is to provide
mechanism for driving the phase that is disappearing into thern  2qe+0s
equilibrium with the dominant phase. Because the interfacial me
transfer is set to zero for values of volume fraction approachir
zero and one, a simple contact heat transfer model is included
account for the energy transfer between phases. This interfac 0.08+00 el

heat transfer is independent of interfacial mass transfer. Tt 0 02 Vapo‘,’#,o.ume ,E-’,thio,, 08

model is designed to only be important as the volume fraction
approaches the limits of zero and one. Given these constraints, g 5 Contact interfacial heat transfer  (not associated with
contact interfacial heat transfer is given by the following equatiophase change) versus vapor volume fraction
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3. The closure relations behave in a reasonable manner asIthie important to note that in Eq30) the Jacobian matrix only
volume fraction approaches zero and one shows up as the product of the Jacobian matrix and a vector.

Therefore, if the action of the Jacobian matrix can be approxi-

. . mated, the Jacobian matrix itself is never required for the solution.

Hybrid Solution Method Fortunately, the action of the Jacobian matdi%]can be approxi-
The hybrid solution method is a modified form of Newton’smated by,

method. This hybrid method is sometimes called the physics-

based preconditioned JFNK methf2i7,9]. Newton's method is o TesiX+ev) —res(x¥)
designed to solve nonlinear systems of the form, Jv= P ' (31)
res(x)=0, (24) where,

whereres is a vector function of the discretized form of E@$), g
(2), (6)—(10) and x is a vector of the state variablgsolume o= 10 %lIly
fraction, pressure, wall temperature, liquid and vapor energy, and N[,
liquid and vapor velocity Newton’s method solves E@24) it-

eratively by solving a sequence of linear problems defined by, @1dN is the number of unknowns. If one employs Eg1), the
work associated with forming the Jacobian matrix in E2f) and

JKoxk= —res(x"). (25)  the storage for the Jacobian matrix can be eliminated. If the num-
Here the matrix] is the Jacobian matrix and the superscriptis ~ P€r of Krylov iterations is small, this approximation saves both
the Newton iteration. Thei (j) element of the Jacobian matrix is CPU time and storage for the nonlinear iteration. The optimization

the derivative of théth equation with respect to theh variable ©f the linear solution will be addressed next. o
or in equation form, BecausesMRES storesm vectors to construct theath iteration,

one needs to keep the number of Krylov iterations small to keep
... dres the storage and the CPU time feMRES from becoming prohibi-
3G, = ax; (26)  tive. One way to keep the number of Krylov iterations small is to

. . right precondition Eq(25):
Equation(25) is solved for the update vector and then the new

Newton iteration value fox is computed from, P Ipoxk= —res(xk). (33)

Xk+lzxk+"’5kx' (27) " The basic idea of preconditioning it to choose a preconditiéher

The damping parametéomega)is between zero and one and issuch that the Jacobian matrix times the inverse of the precondi-
chosen to keep the Components((jh phys|ca||y realizable space. tioner is an easier system to solve. The traditional approach to
This means that the volume fraction must be between zero apigconditioning is to construct the Jacobian mafrixopyJ into
one and that the pressure, liquid and vapor energy, and wall tefhand then approximately compute the inversePoBy employ-
perature must all be positive. Note that the same damping valueng the Jacobian-free approximation of E§1), this solution al-
applied to all of the updates. This iteration wiis continued until gorithm never computes the Jacobian matrix, so this traditional
the nonlinear residual given by E(4) is small relative to its Preconditioning approach is replaced with the physics-based pre-

(32

value for the initial guess. conditioning approach2,7,9]. The physics-based preconditioning
‘ g o approach is based on the observation that the inversion of the
[res(x)[[2<10"%[res(x°) ;. (28)  Jacobian matrix is really a linearized time step and therefore the

If the Jacobian matrix is constructed analytically from E2p) Preconditioner can be any time stepping algorithm that solves the
and Eq.(25) is solved exactly, then this is simply the traditionaf@me equations. The time stepping algorithm employed in this
Newton’s method for the solution of a nonlinear system of equ&udy as the physics-based preconditioner is the OSSI solution
tions. In the rest of this section, modifications are presented to tiethod employed bR!ELAP5 _ _
basic Newton algorithm to improve its efficiency and storage.  Therefore, the hybrid solution comes from employing the OSSI

The first modification is referred to as an inexact Newtongolution method to improve the JFNK method. In pseudocode
method[13]. The basic idea behind an inexact Newton’s methd@'m this is, -
is to only solve the linear system to a tight tolerance when the For each time step _
added accuracy improves the convergence of the Newton’s itera- FOr €ach Newton iteration

tion. This is accomplished by making the convergence of the lin- For each Krylov iteration
ear residual proportional to the nonlinear residual or in equation Compute an OSSI solution
form, End Krylov iteration
End Newton iteration
[19% x5, + res(x¥) [ ,< 107 % res(x¥)| (29)  End time step

In the hybrid solution algorithm, for each time step there are mul-

From Eq.(29), one can see that when the nonlinear residual tiple Newton iterations and for each Newton iteration there are
large the linear convergence criteria is loose and conversely wH& 't'ple" It(rytlr?v gesrgtllonsl "t“.nd fgl)_r eacfrf1 Ktrylov |t_erat|otn t??re tlli
the nonlinear residual is small the linear convergence criteriaﬁé‘g _%a | 0 'ﬂ? o b soﬁu |c:_n. WO eflects are important for the
tight. The value 10° in Eq. (29) is chosen to try to minimize the yorid aigorithm to be efiective.

CPU time while maintaining accuracy. For more details on the 1. Including the OSSI solution as a preconditioner in the Kry-
choice of this parameter, see Sec. 2.3.2 “Inexact Newton Meth-  |ov linear solver must keep the number of Krylov iterations

here the subscriph refers to themth iteration of the linear solver.

ods” in [7] and the references contained in that section. small

The linear solver used in this study is the Arnoldi-basetkes 2. A significant increase in accuracy must be obtained by the
[14]Krylov solver. The Krylov solver constructs tmeth iteration Newton iteration
from,

B} ) It should be noted that by simply turning off the Newton itera-
SXm=aoro+aydrotaJorg+ ... +a,mo, (30) tion and by turning off the Krylov iteration, one OSSI solution is
computed per time step, and this is exactly the OSSI solution

where, algorithm. Therefore, the OSSI solution method can be obtained
ro=res(xv). from the hybrid solution method in a trivial manner.
Journal of Heat Transfer MAY 2005, Vol. 127 / 535
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Table 1 Input differences between the high velocity and low 0.7
velocity test problems [
Problem Inflow velocity(m/s) Flow area () 0.6 i
High velocity 0.4 0.049 R
Low velocity 0.1 0.196 5
Bos
g
w

It is important to note that for the hybrid method although therg 0.4
are no stability constraints on the time step because it is ful2
implicit. However, the time step size for this algorithm must stils
be controlled based on accuracy. The long-term efficiency of tl'é.03
hybrid algorithm depends on the time step control and the effeg ™
tiveness of the preconditioner. >

Results 02
This section will present results from an idealized represent
tion of a nuclear reactor transient. The transient is a simplifie gqlao—m— L o o 1o 0 1 V0 b )
model of a reactor SCRAM. In a SCRAM, the control rods ar 0 20 40 80 100 120
quickly inserted into the reactor to slow down the nuclear fissici,
reaction. In the test problem, the nuclear fission power sourcelgI 7 Vapor volume fraction versus time for the constant clo-
set to zero instantaneously. When the heat source is turned off, gtizhes (dashed) and the varaible closures  (solid) at a location
water-steam advection cools the solid slab until it reaches thermgky the center of the domain
equilibrium with the fluid.
Two versions of this SCRAM transient will be presented that
have the same mass flow rate, but different velocities. The con- .
stant mass flow rate is accomplished by varying the area of tﬁ]ﬂ' power to no power(2400 to 594 K for the low velocity test

flow channel. For the high velocity test problem the flow area foblem and 2016 to 740 K for the high velocity test problem
four times smaller than the low velocity test problem. This resulf§€ high velocity test problem, the maximum peak clad tempera-
in an inflow velocity that is four times higher for the high velocity!U"® iS lower(2016 versus 2400 Kand the minimum peak-clad

test problem. The inputs that are different between the two simi@mperature is highe740 versus 594 Kjherefore the transient
lations are given in Table 1. time is roughly half of the low velocity probleii®4 versus 112 s).

To compress the two-dimensional temperature data from thec|osure Nonlinear Feedback Effects. A brief discussion will
wall into a single point that can be plotted as a function of time, gow be made about the impact of including the nonlinear feed-
new variable will be defined which will be called the peak-claghack of the closure relations. I[2], constant closure relations
temperature. The peak-clad temperature will be defined as {jgre employed. Because of the constant closure relations, the so-
maximum temperature of the wall cells that are adjacent to th@jons presented ifi2] where smooth in both space and time.
fluid (the first column of cells on the left side of the wall in Fig.These smooth transients allowed the fully implicit solution of the
1. ) . hybrid method to obtain high levels of accuracy at large time

Figure 6 presents the peak-clad temperature for both versionsspfps. However, when the closure relations were made a function
the SCRAM problem(see Table 1). The transients are stoppegf vapor volume fraction, the solutions contained steep gradients
when the peak-clad temperature drops to 80% of its range frqm space. The propagation of these steep gradients in time re-
stricted the size of an accurate time step. This effect has had a
negative impact on the comparisons of the hybrid and OSSI solu-
tion methods.

Figure 7 shows a plot of vapor volume fraction as a function of
time near the center of the one-dimensional dom@ipproxi-
mately 2.5 m). The plot includes data from the constant closure
results presented i2] as a dashed line and data from the closure
relations that are a function of vapor volume fraction as a solid
line. The constant closure relations result in a void fraction that is
a smooth function of time while the variable closure relations
exhibit significantly more structure with time.

Figure 8 shows a similar plot of vapor velocitat approxi-
mately 2.5 m)as a function of time. Again the vapor velocity is a
smooth function of time for the constant closure relatiteshed
line) and the variable closure relatiofisolid line) show a more
detailed structure as a function of time.

Figure 9 presents both the initial vapor volume fraction and the
L final vapor volume fraction for both the constant closure relations
- and the variable closure relations. The dashed lineastant clo-

- sure relationsshow the smooth shape of both the initial vapor
- volume fraction(thin dashed line)and the final vapor volume
5000 . e 5'0 EE— : 1(')0 ‘—— fraction (thick dashed line). The smoothness of this transient lends

Time (s) itself to larger accurate time steps. The solid lieariable clo-
sure relationsshow very steep spatial gradients that are propa-
gated as the solution evolves from its initighin solid line) to
final (thick solid line) state.

2500

2000

1500

Temperature (K)

1000

Fig. 6 Peak-clad temperature versus time for the high
(dashed) and low (solid) velocity test problems
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Fig. 8 Vapor velocity versus time for the constant closures
(dashed) and the variable closures (solid) at a location near the
center of the domain

Fig. 10 Vapor velocity versus distance for the constant clo-
sures (dashed) and the variable closures (solid), thin lines ini-
tial, thick lines final

Figure 10 presents a similar plot for the vapor velocity. Once
again the constant closure relations provide for small spatial gigon will be a second order in time hybrid solution run at a time
dients while the closure relations that depend on vapor volurggep ten times smaller than the smallest data presented on the plot.
fraction exhibit steep spatial gradients and structure that is proggom this exact solution the vapor velocity is extracted. The vapor
gated as the simulation evolves from its initial to final state. Thgelocity was chosen since it is one of the most sensitive variables
nonlinear feedback between the vapor volume fraction and thgee Fig. 8 and Fig. 10). The “error” is then computed from the
interfacial mass, momentum, and energy exchange and wall MeHowing equation:
mentum and energy exchange has had a dramatic effect on the

R . > . . . . 1/2
solution evolution in space and time. This solution impact on the 2 e 12
numerical method is one of the key differences between this ar- error= Zl [vgi—vg,] (34)
ticle and[2].

Here the superscrig indicates the exact solution. In the results

_Accuracy. Before presenting results about accuracy, a shQthction the error will be plotted as a function of the material
discussion of error needs to occur. Because of the complexity 8§ ,rant number that is computed from

this nonlinearly coupled system of equations, there is no exact

solution for the test problems. For this article, the “exact” solu- Umadt
CFL= . (35)
AX
1, Here the maximum velocity is over both the liquid and vapor

phase.

High Velocity Test Problem. Figure 11 presents a time step
convergence study for the high velocity model problem. One can

08 see for a given CFL number the error is always smaller for the
5 second order in time hybrid solution than it is for the OSSI solu-
s tion. In addition, the slope of the hybrid solution is second order
86 for all of the data points.
"; ’ The OSSI solution produced three data points (CFL
£ =1,1/2,1/4) where the solution is clearly approximately two or-
% ders of magnitude larger than the three OSSI data points (CFL
> 04 =1/8,1/16,1/32) that are first-order accurate in time. This cata-
s strophic loss of accuracy is caused by unphysical oscillations in
s the solution. Researchers currently working wiLAPs [16,17]
> have seen these types of oscillations. In both the NRC and DOE

versions ofRELAP5, work is currently underway to address this
problem by improving the implicitness of the coupling between
the fluid and the heat conduction. Additionally, a numerical tech-
nique called under-relaxation is employed RELAP5 to help to

0.2

004—‘"1*'"'5""&"""‘""; smooth these types of oscillatiofi2]. o
Distance (m) For the single-phase Euler equations, the semi-implicit method
addresses both the velocity and sound speed time scales and pro-
Fig. 9 Vapor volume fraction versus distance for the constant duces no oscillations in the solution up to a material Courant
closures (dashed) and the variable closures  (solid), thin lines number of one. However, when the semi-implicit algorithm is
initial, thick lines final applied to the physical model of this manuscript, there are now
Journal of Heat Transfer MAY 2005, Vol. 127 / 537

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10° 10

-
Q

10°F
10° .
10"
210" 2 i
T F 10k
[ = E
102[ g f
w E w [
. . 10°
bl 4 g
10*E 10°F
-5 i [ AN | . g aaaal L R | '5- g uul R | BTN AT | RN |
10467 10" 10° 10" 10567 10" 10° 10 10?
CFL CFL
Fig. 11 High velocity test problem, error versus CFL number, Fig. 13 Low velocity test problem, error versus CFL number,
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additional time scales associated with the exchange of mass, ffmines how much accuracy can be obtained with a fixed amount
mentum, and energy between phases and with the exchangé® fPU time. Therefore, one can interpret the;e data to mean that
momentum and energy between the individual phases and {ABan error greater than 18 m/s or for a CPU time less than 100
wall. If the OSSI solution takes time steps too large to resolve the OSSI algorithm is the preferred solution method. For errors
these time scales, oscillations can occur. It should be noted tegs than 10% m/s or CPU times greater than 100 s, the hybrid
when the time step is made smaller, the unphysical oscillations @&lgorithm is the preferred solution method. If one needs to make a
eliminated, and the slope of the OSSI solution is first order. Sint&fge number of runs where accuracy is not importaoth as in
the hybrid solution method solves all of the multiphase and heascoping study), the OSSI solution is a viable option. If one needs
conduction equations in a single system with all of the coupling® make a few runs with a high level of accuracy, then the hybrid
(including the coefficientsimplicit, the hybrid method does not method is the better choice. However, since the hybrid solution
experience these oscillations. contains both solution methods, both of these options are avail-
Figure 12 presents the same error points from Fig. 11, but @ple.
this figure the CPU time for the simulation is on thexis. This
simultaneous comparison of accuracy and CPU time will be rez
ferred to as an efficacy plot. This plot provides two clear pieces 9
information. A horizontal line determines how much CPU time i§t
required to achieve a fixed level of accuracy. A vertical line dqé

Low Velocity Test Problem. Figure 13 presents a time step
nvergence plot for the low velocity test problem. This figure is
ry similar to Fig. 11. Again, the OSSI solution must take time
eps at a CFL number of one eighth before the unphysical oscil-
tions are removed.
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Fig. 12 High velocity test problem, error versus CPU time, Fig. 14 Low velocity test problem, error versus CPU time,
squares hybrid, circles OSSI squares hybrid, circles OSSI
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Figure 14 shows an efficacy plot that is similar to Fig. 12. F; = interfacial friction coefficientkg)
Making the analysis similar to what was done for the high velod= ¢ ,F 5z wall friction coefficient (nf kg™?1)
ity problem, the OSSI solution is preferred for errors greater than H = heat transfer coefficient (WntK™ 1
1072 m/s and for CPU times less than 40 s. Recalling Fig. 6, P = pressurgPa)
which shows that the transient time for the low velocity test prob- Q,,,, = heat source from nuclear fission (\/\rﬁ)
lem is longer than the high velocity test problem, it appears thatas T temperaturdgK)
the transient time gets longer, the crossover point between the two y = specific internal energy (J kg)

solution method happens at a lower amount of CPU time. V = Volume (n?)
_ a = area (m?)
Conclusions ey = wall energy (Jm?)

. . . e w
Results have been presented for two variations of a simplified g = gravity (ms?)
nuclear reactor SCRAM transient. In these two test problems the n — gpecific enthalpy (J kg)
mass flow rates are the same but the velocities are different. Both _ ; 1
. . : o v = velocity (ms-)
simulations show that the hybrid solution is more accurate than
the traditional OSSI solution for the same CFL number. This inf3reek
proved accuracy from the hybrid solution is due to the implicitty 4 = volume fraction
balanced solution and the second order in time integration T — mass transfer (kgits %)
scheme. This second-order accuracy is clearly present in the time  _ conductivity (W m t K1)
step convergence plots. Results also show that for fast computer = density (kgm?)
runs with a high error tolerance, the OSSI solution is preferred. )
For slower computer runs that require small error tolerances, thebscripts
hybrid method is preferred.. Since the hybrid solution filgorithm f = liquid (fluid) phase
presented in this manuscript contains the OSSI solution, it can vapor (gas)phase
provide a fast and accurate solution over a large range of prob- interface
lems. o j = discrete spatial location
In an attempt to resolve the accuracy and efficiency effects of g = gaturation
the closure relations, closure relations that depend on the state of y = wall
the fluid have been employed in this study as opposed to the
constant closure relations j&]. However, these closures are sim-F«_}fer(_:‘nceS
pler than the ones employed [i6]. These simplified closure rela- _ _ _
tions are used to determine the effect of the additional nonlinearity] '%/:OUSSEeaU’t_V-a 2:10.%45(,’21?533335"““O“d-Me‘h"fdKf;% '\t‘hEelTZW;c;g’EalS;h':l'”'d
: . : ow Equations, - yroceedings O n-
of the closure rela_tlons on the numencal algorithm. No attem_pt ternational Conference on Nuclear EngineeridSME, New York.
has been made to Incorporate physically accurate closure relationg) mousseau, V., 2004, “Implicitly Balanced Solution of the Two-phase Flow
like the ones employed ifb]. Equations Coupled to Nonlinear heat Conduction,” J. Comput. PBgS,, pp.
There is no reason to believe that closure relations that matcr[13] %’?14_§I’52I_.AP5 de devel - 2001 “RELAPS/MOD3.3 Cod
H . H EE : H e code aevelopment team, , . ode
the thS'CS of two-phase ﬂOW.WIH .Caus.e any dlﬁlCUltIQS .Wl.th the Manual Volume |: Code Structure, System Models, and Solution Methods,”
numerical methods promoted n this article. HC_)WEVe_r. itis IMPOr-  NUREG/CR-5535 ed., U.S. Nuclear Regulatory Commission, Washington,
tant to note that closure relations that are discontinuous in the D.C., (http://www.edasolutions.com/RELAPS/manuals/index)htm
fluid properties and do not have the correct length and time scalei] The 'TECLAdP5 Scfdetdeves'ola?“em'vtlezmlx 2003';R|EEAP;351 %Odflklﬂggta'E\;oT"
H e : H : ume I: Coae structure, system iiodels, an olution Methoas, - -
for flow regime (.:hang.e .COl.Jld lead to difficulties in the ”“me”ca' 98-00834 Rev. 2.0 ed., Idaho National Engineering and Environmental Labo-
method. In addltl_on_, it is important for the closure relations t0  ratory, Idaho Falls(http:/www.inel.gov/relap5/r5manuals.htm
have the correct limits as the volume fraction approaches zero ang] Frepoli, C., Mahaffy, J., and Ohkawa, K., 2003, “Notes on the Implementation

one, so that the physics of phase appearance and disappearance jgf a Fully-Implicit Numerical Scheme for a Two-Phase Three-Field Flow

smooth Model,” Nucl. Eng. Des.225, pp. 191-217. )

i . . . . . .. [6] Thurgood, M., and George, T., 1983, “COBRA/TRAC—A Thermal-Hydraulic
The closure relations in this study increased the nonlinearity " code for Transient Analysis of Nuclear Reactor Vessels and Primary Coolant

and caused a slight negative shift in the efficacy of the hybrid  System,” NUREG/CR-3046, Vols. 1-4, U.S. Nuclear Regulatory Commission,

method relative to the traditional OSSI method. For the constant_ Washington D.C.

. : ; : : [7] Knoll, D., and Keyes, D., 2003, “Jacobian-free Newton-Krylov Methods: A
closure relations ifi2] the hybrid method had higher efficacy for Survey of Approaches and Applications,” J. Comput. Phy83, pp. 357—397.

all of the test problems. In this study, there were ranges where thesj knoll, b., Chacon, L., Margolin, L., and Mousseau, V., 2003, “On Balanced
OSSI had higher efficacy and ranges where the hybrid method had Approximations for Time Integration of Multiple Time Scale Systems,” J.
higher efficacy. However, the accuracy and the robustness of the Comput. Phys.185, pp. 583-611. ) ) :
hybrid method were not negatively impacted by the nonlinearity!®) (0% Py Mousseau. b Chacon, L oo Relrer 3 2008, ecobirree
of the closure relations. Future work will need to be done t0  (ems," J. Sci. Comput., in press.

determine if some of the difficulties ib] were a result of discon- [10] Chan, T., and Jackson, K., 1984, “Nonlinearly Preconditioned Krylov Sub-
tinuities in the closure relations or from the discontinuities asso- space Methods for Discrete Newton Algorithms,” SIAM J. Sci. Comput.

. . e . - USA), 5, pp. 533—542.
ciated with switching between the single-phase equations and tfﬁﬁ] (Browa’ P_f’gnd Saad, Y., 1990, “Hybrid Krylov Methods for Nonlinear Sys-

two-phase equations. tems of Equations,” SIAM J. Sci. Stat. Computd, pp. 450—481.
[12] Mousseau, V., 2004, “Transitioning from Interpretive to Predictive in Thermal
Hydraulic Codes,” 125514Proceedings of the International Meeting on Up-
ACknOW|edgment dates in Best Estimate Methods in Nuclear Installation Safety Anahmsisri-
This article has benefited from valuable conversations with __ ¢an Nuclear Society, La Grange Park, pp. 44-51.

. R K . 13] Dembo, R., Eisenstat, S., and Steihaug, T., 1982, “Inexact Newton Methods,”
Glen Mortensen, Richard Riemke, and Cesare Frepoli. This Work™ gjay 3. Num. Anal..19, pp. 400—408.

was carried out under the auspices of the National Nuclear Secus] saad, Y., and Schultz, M., 1986, “GMRES: A Generalized Minimal Residual
rity Administration of the U.S. Department of Energy at Los Ala-  Algorithm for Solving Non-Symmetric Linear Systems,” SIAM J. Sci. Stat.

1 _ _ _ Comput.,7, pp. 856—869.
mos National Laboratory under Contract No. W-7405-ENG 3%15] Brown, P., and Hindmarsh, A., 1986, “Matrix-free Methods for Stiff Systems

(LA'UR'O4'7O78' of ODE's,” SIAM J. Num. Anal.,23, pp. 610—638.
[16] Mortensen, G., 2004, personal communication, member of the NRC's RE-
Nomenclature LAP5 code development team at ISL.
. [17] Riemke, R., 2004, personal communication, member of the DOE's
C, = specific heat (Jkg' K1) RELAP5-3D code development team at INEEL.
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Deve|opment of Tay|or-G"gt|er stream surface is very smooth and considered as unaffected by

. casting temperature. A dimensionless Sherwood number is used to
Vortices Over the Pressure Surface of characterize mass transfer. The naphthalene property calculation,
a Turbine Blade .E\Zn]d heat/mass transfer analogy can be found in Goldstein and Cho
It should be mentioned that it is hard to obtain a uniform rough-
H. P. Wang ness_around the Iegding edge with th_e current casting procedure.
Pratt & Whitne The imperfect casting suggests that it needs more work on sys-

y tematic study of the roughness effect on Taylomr&o vortices.
This study, however, sheds a light that the development of vortices

S. J. Olson would be affected by the roughness distribution along the leading

TSI, Inc. edge. The nature of roughness is essentially the boundary layer
disturbance. In the absence of vortices, the leading edge rough-

R. J. Goldstein ness, uniform or nonunifo_rrr_], smoot_h or rough, generates almost
similar transport rate, pointing negligible lateral effect on mass

Department of Mechanical Engineering, University of - e

Minnesota, Minneapolis, Minnesota A hot wire is also used to verify laminar boundary. A single-
sensor hot-wire prob€l'SI-1210)is inserted through three open-
ing holes from the top endwall. The probe is positioned parallel to

The naphthalene sublimation technique is used to investigate {H§ Pressure surface using a special elbow which turns the probe
development of Taylor-Gter vortices over the pressure surfaced0” - The measurements are made at three selected pressure sur-
of a simulated high performance turbine blade. Large spanwid@ce locationsS,/C=0.21, 0.27, and 0.56. Note that since the
variation in mass transfer is observed downstream on the pressi@Pe slightly oscillates due to its long arm even with a solid arm
surface in the two-dimensional flow region for cases with lo@UPPOr, it is possible the probe might touch the wall in the near
freestream turbulence, indicating the existence of Taylorieo Wall region. So the near wall boundary layer profiles were not
vortices. Different average and local mass transfer rates for trePtained. The velocity profiles away from the wall, however, are
same flow conditions suggest that roughness variation near tflite satisfactory to determine the boundary layer flow regime.
leading edge affects the initial formation of Taylof+@er vorti- The uncertainty of Sherwood number measurement, using the
ces. Larger and more uniformly distributed roughness at the leafethod described by Coleman and Stddg is about 8%. The

ing edge produces much stronger Tayloi@ar vortices down- uncertainty of hot wire measurement is estimated around 3.8%.
stream and greatly enhances the mass transfer rate. The variation ]

between the vortices does not change appreciably along the flBiscussion

direction. The flow in the boundary layer is laminar over the

entire pressure surface. In the presence of external disturbanced hotographic Images. Figure 1 shows two photographs of a
such as high freestream turbulence or a boundary layer trip, ction of the naphthalene coated pressure surface after Taylor-

e ; . ortler vortices have developed, one with a smooth leading edge
Taylor-Gatler vortices are observed{DOI: 10.1115/1.1865219 and the other with a moderately rough leading edge. The pictures

were taken after a one-hour wind tunnel exposure for the smooth
. leading edge test and a 40 min exposure for the rough leading
Introduction edge test. The image for the rough leading edge is taken after a
A naphthalene test blade, as described in a study by Wang etregl scan measurement, same as that of Kig). Zhe surface was
[1], is used in a linear cascade of a blowing wind tunnel with lowubbed with carbon paper to show naphthalene peédsal
freestream turbulence (F0.2%). The primary cascade geom-minima of mass transfgon the surface more clearly. The dark
etry and blade profile along with static pressure distribution can bi@ces are actually quite parallel in the streamwise direction.
found in the above study. Naphthalene is cast around the test bladé&he variations due to the Taylor-@ter vortices are quite clear
with a well-polished mold. Depending on casting temperatures @isually, and appear to be periodic. The wavelength for a pair of
the mold and liquid naphthalene, a relative rough surface cout@unter-rotating vortices is indicated by peak-to-peak distances on
occur at rapid cooling spots like the leading and trailing edgetie naphthalene surface. The two images show that the wave-
Since some interesting mechanism has been observed with igisgth of the Taylor-Guler vortices is nearly constant in the
rough surface, the casting temperatures were intentionally varigiieamwise direction.
to obtain different roughness distributions along the blade leadingFigure 1(a)shows that the gaps between the valleys for the
edge for testing. The roughed surface mainly stays around ti@ooth leading edge case are a little narrower and shallower,
leading edge and hardly noticeable with naked eyes. The dowagmpared to the rough leading edge case, indicating lower mass
transfer. There are some slight differences in the appearance
Manuscript received March 1, 2004; revision received October 31, 2004. Revi@found the hills/valleyminima/maxima in Sherwood numbgrs
conducted by: S. Acharya. The trace marks of the rough leading edge case have relatively
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(a) Smooth leading edge

(b) Rough leading edge

Fig. 1 Photographs of Taylor-Go rtler vortices on a pressure surface at Re  ,=5.2X10° (scale in centimeters ). (a) Smooth leading

edge and (b) Rough leading edge.

sharp hills while those of the other case are more blunt. The whiiion farther downstream. It is safe to conclude, therefore, at this
spots in the surface with a rough leading edge are traces causedrbynolds number (Re=5.2x10%), that a laminar boundary
the surface elevation measurement probe. It is possible that thger exists over the entire pressure surface.

probe rubs off some edges of the sharp peaks. If the probe hapBased on the boundary layer measurement, thel&mumber
pens to measure a spot right on a sharp edgeimum in mass can be determined, as shown in Fig. 3 and Table 1. Also shown in
transfer), the measurement might overestimate Sherwood numigr figure are the calculated @ler number and boundary layer
on that spot, which in this case would make the Sherwood numlaickness from local similarity solution. The "@l@r number
fluctuation(peak-to-valleysmaller. So the real Sherwood numbereaches a maximum Q,,,=6.2 from calculatioh at S,/C
fluctuation could be even larger. =0.15, where Taylor-Guler vortices commencéas found from

the mass transfer measurement to be shown)lafegr an inflec-
tion point (G=0 at S;/C=0.065) and decreases with the de-
easing boundary layer thickness due to flow acceleration. Liep-
an[5] recommended that the ‘@kr number for laminar flow

Boundary Layer and Gortler Number. Figure 2 shows the
velocity profiles over a metal blade with a very smooth surface
three locations along the pressure surface. Also plotted in the fm

ure are local similarity solutiongSparrow et al[4]) by assuming transition is around 6 to 9. The current' @er number is at the

Pr=Sc=2.28. The measured boundary layer thicknesses at th?&\?/er bound of this recommended value. It appears that the dis-
three locations are listed in Table 1. Due to large curvature varg b o nces in the boundary layer helped generate the TayldeGo

tion, the freestrea_lm veIomty does not have a flat. profile as forv%rtices, but the strong flow acceleration prevented further bound-
flat plate and varies near-linearly outward especially at the Iocgf

. A y layer growth and flow transition. The associatedt@onum-
tions of SP/CfO'Z.l and 0.27. Consequ_ently, the boundary Iay%rer is reduced along with boundary layer thickness.

thickness(d) is defined, to a tangent point, along the asymptotic

line approaching to the wall. It appears that the measurementsviass Transfer Results. Four mass transfer tests were con-
match quite well with the local laminar similarity solution, indi-ducted for Rg~5.2x10° with low freestream turbulence (Tu
cating a laminar boundary layer flow regime along the surface at0.2%) to study Taylor-Guler vortices. An additional test at the
least up toS,/C=0.56. Further observation from the mass transame flow conditions used a boundary layer tg®.5 mm wire),

fer measurement seems to support that there is no boundary ti@mner than the boundary layer thickness, and glued on the sur-

;] 18 vV Re, =5.05x 10°, weak T-G vortices
o S.JC=0.21 A o ’ A Re, =5.28x10°, moderate T-G vortices
P : o 161 V0 Re, =35.19x10% strong T-G vortices
8- o S,/C=0.27 @ Lol O Re,, =5.20x 10°, strong T-G vortices g
A S/C=0.56 o ’
P julalulalalafata o
. L. o 1.2+ o DEG 0oo Dﬁ
¢l. — Local laminar similarity - saan || §g§@§§w§§§8§h§ xﬁ@ 1558
N (mm)
n P 0.8 Al2
0.6
0.4
0.2
0
il 4 6 -
% 02 04 06 08 1 12 sL ¢ Measured
—— Calculated
ull., 4l
G
Fig. 2 Velocity profiles measured along pressure surface for 3
Ree,=5.2X10° 2-
1
Table 1 Boundary layer values at Re ,,=5.2X1C 0 1 1 | | I

1
02 03 04 0

1 { ! 1
5 06 07 08 09 1 Ll

0 0l
Sp/C 0.21 0.27 0.56 s /C
6 (mm) 1.29 111 0.68 4
6 (mm) 0.15 0.13 0.08
G 3.43 3.00 1.53 Fig. 3 Distribution of measured and calculated boundary layer
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3600

Re,, =5.05%10° Tu=0.2% (weak T-G vortices)

3200 v
A  Re, =528x 10° Tu =0.2% (moderate T-G vortices)
2800 0 Re, =5.20x10° Tu=0.2% (strong T-G vortices)
O Re, =5.19x10° Tu=0.2% (strong T-G vortices)
2400 X Ren=5.21%10° Tu=0.2% (uipat §,/C = 0.0432)
+ Re,=521x10° Tu=3.0% (NoT-G vortices)
2000 He — Local laminar wedge-flow similarity

O +>@m

%O
Q
o]

20 O

Fig. 4 Average Sherwood variation along blade surface at Re ., =5.2X10°

face atS,/C=0.0432. The spanwise-averaged Sherwood numbentire pressure surface downstream has quite regularly distributed
distributions for these tests along the blade surface are showrstreaks(peaks and valleysin the streamwise direction in this
Fig. 4. Also shown in the figure are the results from a test witbtherwise two-dimensional region as shown in Fig. 1. Those
elevated incoming freestream turbulence £132%) generated by streaks appear to be caused by Taylori@o vortices. Pairs of
a turbulence grid inserted upstream as well as a local laminasrtices produce upwash and downwash motion that in turn pro-
wedge-flow similarity solution for the Sherwood number distribuduces large spanwise variations in the Sherwood number. In the
tion. The local mass transfer distributigthree-dimensional 3D four tests with no freestream disturbance, the variation in the
surface plotsfor the four low turbulence cases are shown in Figsherwood number are quite different, suggesting stronger ampli-
5. fication of Taylor-Gotler vortices in two cases and relatively
Near the leading edge the mass transfer rates are nearly ideWéaker amplification in the others. With a trip wire or high
cal, but are quite different downstream for the four similar tests. fiteestream turbulence, the spanwise variation in the Sherwood
is observed that after exposure to a wind tunnel run, aafithe number is very small. There are no streaks found on the surface

Fig. 5 Three-dimensional surface plots for Re  ,=5.2X10°. (&) Re,,=5.05X10°, smooth LE, (b) Res=5.28X10°%, smooth LE, (c)
Re.,=5.20X10°, distributed rough LE, and  (d) Res=5.19X10°, distorted rough LE.
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after the wind tunnel tests, indicating a typical two-dimensional 2. Surface roughness distribution near the leading edge is a
flow and no development of Taylor-@ter vortices. main factor in triggering Taylor-Gtler vortices along the pres-
Careful examination of the test blade and the mass transfer dataie surface and affects their growth even at a very lowtl&o
reveals that the rough surface finish around the leading edge thamber. The disturbance in a laminar boundary layer caused by
can form during casting is a main factor in the variation of théhe leading edge roughness increases the chance for earlier forma-
Sherwood number. In the two cases studied, shown in Figs-5 tion of Taylor-Gatler vortices. Larger disturbances lead to stron-
5(d), the main effect of Taylor-Gtler vortices on mass transfer ger vortex pairs downstream and enhance mass transfer.
appears, relatively, in the downstream area for one and upstrean3. Larger variation along the span of the leading edge rough-
for the other. Caséd) has slightly distorted spanwise roughnessess that trigger the Taylor-@&ter vortices leads to higher mass
distribution around the leading edge, relatively rougher along ot@nsfer at corresponding downstream locations.
side (positive Z) and smoother along the other, causing different 4. Taylor-Gatler vortices can increase significantly the mass
local boundary layer disturbances. As a result, relatively hightansfer along the pressure surface, up to 100% increase has been
and lower fluctuation in mass transfer is observed in the corrpund for Re,=5.2X10° at some locations. The mass transfer
sponding downstream locations. The local variation in the Sheate can be higher in the presence of Taylor{o vortices than
wood number reaches the maximumS¥C~0.3, and its aver- in a flow disturbed by external meatisoundary layer tripping or
age value is much larger compared to the other cases at the shigé freestream turbulenge
location. The Taylor-Guler vortices appear to initiate earlier in 5. The wavelength of the Taylor-@ter vortices remains al-
this case than the others. Compared to the above case,(©asenost constant along the pressure surface even though the bound-
has a relatively uniformed leading edge roughness distributicay layer thickness decreases along the pressure surface. It is en-
Interestingly, its fluctuation and average mass transfer ratelégged slightly with increasing leading edge roughness. The
higher from midway through the trailing edge than all the othesoundary layer thickness does not appear to affect the size of the
cases including those with a boundary layer trip or high incomingprtices.
freestream disturbance. The other two calégs. 5(a)y5(b)]
have relatively smooth leading edges, compared to those dis-
cussed above. Taylor-@&ter vortices were still observed, but in a
rather weak form. The average Sherwood number is not increaﬁd |
appreciably. omenclature
When the leading edge is rough the wavy surface pattern of C = chord length of blades=184 mm in present study
peaks and valleys downstream can be observed visually almost G = Gortler number,=U.,6/v/0IR
immediately during the experiment once the wind tunnel reaches Pr = Prandtl number
the desired speed. With a relatively smooth leading edge, how- R = radius of curvature along pressure service
ever, it takes several minutes or more before the wavy surfaceRe,, = exit Reynolds number based on chord
pattern can be visualized. Also, the waviness is not as distinguish- S¢c = Schmidt number of naphthalene vaper2.28 in this
able as that for the rougher leading edge. study
When Taylor-Gatler vortices form, two clear features are ob- = curvilinear surface distance on pressure side
served; the spanwise wavelength of the vortices remains relatively Sh = Local Sherwood number based on blade chord
unchanged and the vortices persist downstream near the trailing Tu = turbulence intensity
edge, even though the surface shape downstream near the trailing),, = local freestream velocity along blade surface
edge is quite flat. A Fourier-series transform analysis was con- y = general boundary layer coordinate normal to blade
ducted along blade surface to find a wavelength distribution for surface
these tests. The height of the vortex pair that is compatible to 7 = spanwise coordinates; 0 is the midspan
boundary layer thickness can be approximated by one half of its
wavelength(\/2). Its distribution is shown in Fig. 3. The case<>reek Symbols
with rougher leading edges have a slightly larger wavelength than 5 = boundary layer thickness, see Table 1

those with smoother leading edges. Naf2 remains almost con- # = momentum thickness, see Table 1
stant at 1.15 to 1.2 mm for the four runs conditions. n = local similarity variable,= y/Sp\/Ux%Zv

. N = wavelength of Taylor-Giler vortex pair
Conclusions v = Kkinetic viscosity of air

A series of naphthalene mass transfer experiments at Re
=5.2x10° are conducted to investigate the effect of leading edge
roughness on the development of TaylorBo vortices on a
simulated high performance turbine blade with incominfréferences

freestream turbulence level 6f0.2%. Conclusions drawn from [1] Wang, H. P, Goldstein, R. J., and Olson, S. J., 1999, “Effect of High Free-
the tests are: Stream Turbulence with Large Length Scale on Blade Heat/Mass Transfer,”
' ASME J. Turbomach.121, pp. 1-8.

Ner : [2] Goldstein, R. J., and Cho, H. H., 1995, “A Review of Mass Transfer Measure-
1 Taylor Gatler vortices are observed for BE 5.2x10° ments using Naphthalene Sublimation,” Exp. Therm. Fluid Sd,,pp. 416—

without external disturbance over the pressure surface with a 434

laminar boundary layer in a highly accelerated turbine cascadeg3] Coleman, H. W., and Steel, W. G., Jr., 198xperimentation and Uncertainty

The maximum Gdler number(calculated)is about 6.2 aS,/C 4] énalysls fgf Ennggeerfng ed-,(\jNgeyv Newgogk- 1670, “Local Nonsimiarity

— ¢ . P parrow, E. M., Quack, H., and Boerner, C. J., , “Local Nonsilmilari
0.15, where Taylor Grml_e_r vortices initiate. The boundary layer Boundary-Layer Solutions,” AIAA 1.8, pp. 1936.-1942.

does not undergo transition to turbulence due to a strong ﬂOV\{S] Liepmann, H. W., 1945, “Investigation of Boundary Layer Transition on Con-

acceleration. cave Walls,” NACA Wartime Report.

Journal of Heat Transfer MAY 2005, Vol. 127 / 543

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of

Heat Transfer

|mpingement Heat Transfer: the various regions of flow. The flow progresses from a free jet to
a stagnating jet and then turns into a wall jet. Adjacent wall jets

Correlations and Numerical Modeling  may combine to form a fountain region.
Compared to other heat or mass transfer arrangements that do
not employ phase change, the jet impingement device offers effi-

Neil ZUCkerman cient use of the fluid, and high transfer rates. For example, com-
e-mail: zuckermn@seas.upenn.edu pared with conventional convection cooling by confined flow par-
allel to (under)the cooled surface, impingement produces heat
Noam Lior transfer coefficients that are up to threefold higher at a given
e-mail: lior@seas.upenn.edu maximum flow speed, because the impingement boundary layers

are much thinner, and often the spent flow after the impingement

The University of Pennsvivania serves to further turbulate the surrounding fluid. Given a required
y sylvania, . . heat transfer coefficient, the flow required from an impinging jet

Department of Mechanical Engineering and Applied  gevice may be two orders of magnitude smaller than that required

Mechanics, for a cooling approach using a free wall-parallel flow. For more
297 Towne Building, uniform coverage over larger surfaces, multiple jets may be used.
Philadelphia, PA 19104-6315 The impingement cooling approach offers a compact hardware

arrangement with no additional moving parts.
In turbine applications, impinging jet flows may be used to cool
o ) ) several different sections of the engine such as the combustor
Uses of impinging jet devices for heat transfer are described, Wihse combustor can walls, turbine case/liner, and the critical high-
a focus on cooling applications within turbine systems. Numericglynerature turbine blades. The gas turbine compressor offers a
simulation techniques and results are described, and the relatlggeady flow of pressurized air at temperatures lower than those of
strengths and drawbacks of thes-k-w, Reynolds stress model, e tyrbine and of the hot gases flowing around it. Typical high-
algebraic stress models, shear stress transport, affl turbu- pressure bleed flows used to cool the blades are available at
lence models for impinging jet flow and heat transfer are congpgec and must cool a turbine immersed in gas of around 1400°C
pared. Select model equations are provided as well as quantitatiyg,| temperaturés]. This requires heat transfer coefficients in the
assessments of model errors and judgments of model Su'tab'l'%nge of 1000—3000 WK, which equates to a heat flux on the
[DOI: 10.1115/1.1861921 order of 1 MW/nf. The ability to cool these components in high
temperature regions and increase the cooling rates allows higher
cycle temperature ratios and higher power efficiency, improving
1 Introduction fuel economy and raising turbine power output per unit weight.
This is a brief review of numerical methods applied to problemModern turbines have gas temperatures in the main turbine flow in
L . . . xcess of the continuous operation temperature limits of the ma-
in impingement heat transfer with the goal to identify preferre erials used for the blades, meaning the structural strength and

methods of predicting and optimizing the impinging flow perfor-C onent life are dependent unon effective coolin
mance. An emphasis is on heat transfer in turbine systems. Due ?(g]p pend P 9. .
ompressor bleed flow is commonly used to cool the turbine

age limitations the equations and governing physics will not L ;
Bregsented in this artige, but sufficignt citati%nps );re included iades by routing it through internal passages to keep the blades at

that interested readers could find them at the appropriate Sour(%%acceptably low temperature. As shown schematically in Fig. 2,

Impinging jets provide an effective and flexible way to transfe] same air can be routed to a perforated internal wall to form
energy or mass between a surface and the fluid in various ap fpinging jets directed at the blade exterior wall. Upon exiting the

cations. Heat transfer applications include cooling of stock mat lade, the air may combine with the turbine core airflow. Varia-

rial during material forming processes, heat treatnfightcooling tions on this design may combine the impinging jet device with

of electronic components, heating of optical surfaces for defofjitenal fins, smooth or roughened cooling passages, and effusion
oles for film cooling. Figure 3 shows a general layout of an

ging, cooling of critical machinery structures, cooling of turbin > . . X
componentsthe focus of this papgrand many other industrial 'MPINging jet cooling arrangement incorporated into a double-
alled combustor liner. The operation of this device depends on

rocesses. Typical mass transfer applications include dryin ; X .
P yp PP ying w acceleration through the liner holes, driven by the compres-

removal of small surface particulates. General physics, uses P ) X ) .
r, and carries an associated pressure drop penalty typically in

and performance of impinging jets have been discussed in a nupR! . ; 4
ber of reviewg2—5] and will only be briefly described here. Fig-the range of 1—-3% of compressor fluid pressure, depending on the
ure 1 shows the arrangement of a set of impinging jets includif{§gree of cooling needed. In both arrangements the designer may
alter the spacing or locations of jet and effusion holes to concen-
Contributed by the Heat Transfer Division of ASME for publication in teg- trate the flow in the. reglons requiring the greatest cool|n.g. Th.OUQh
NAL OF HEAT TRANSFER Manuscript received February 29, 2004; revised mandthe use of bleed air carries a performance pen(a:ttyTanlguchl
script received October 21, 2004. Review conducted by: S. Acharya. et al.[7]), the small amount of flow extracted has a small influ-
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compressed air passes through
liner perforations to form jets \

Fountain Region caused by
interaction with adjacent jet "
&
= e
<&

from » vy vy N vYw ' vy vy ¥ v VLI
compressor "
i, to turbine
.IAA.fA.A,AA.;A.AI

— fuel nozzle /
spent flow enters combustor

through effusion holes in inner wall

Stagnation
Region Fig. 3 Combustor section impinging-jet-cooled liner

Initial Free Jet

Nozzle size
D for round nozzle Wall Jet
B for slot nozzle The termdT/adn gives the temperature gradient component normal
to the wall.

The nondimensional parameters selected to describe the im-

. pinging jet heat transfer problem include the fluid properties such
NN as Prandtl number Pfthe ratio of fluid thermal diffusivity to
’ viscosity, fairly constant plus the following:
Fig. 1 The flow regions of impinging jets » H/D—nozzle height to nozzle diameter ratio
» r/D—radial position from the center of the jet

» z/D—uvertical position measured from the wall
. . * Tu—turbulence intensity, evaluated at the nozzle,
ence on bleed air supply pressure and temperature. In addition to —
high pressure compressor air, turbofan engines provide cooler fan = Vuiu//u;u;
air at lower pressure ratios, which can be routed directly to pas-» Re—jet Reynolds numbedD/v
sages within the turbine liner. A successful design uses the bleed M—Mach number, based on nozzle exit average velqoity
air in an efficient fashion to minimize the bleed flow required to  smaller importance at low speeds, i€l <0.3)
maintain a necessary cooling rate. * pjet/ D—jet center-to-center spacirigitch) to diameter ratio,
for multiple jets
1.1 Nondimensional Heat Transfer Coefficients and Pa- * Ar—free area ¢[total nozzle exit area/total target ajed)
rameters. A set of common definitions and parameters are used® f—Telative nozzle area<total nozzle exit area/total target
to compare submerged impinging jet designs with a wide variety area)

of operating temperatures, geometric scales, and fluids. The Nyg; hehavior is typically categorized and correlated by its Rey-
selt number for jet impingement is typically defined as nolds number Re UD/v, defined using initial average flow speed
Nu=hD/k,, 1) (Uo), the fluid viscosity(v), and the characteristic length that is
) ) o ) the nozzle exit diametdd or twice the slot width, B (the slot jet
whereh is the convective heat transfer coefficient defined as hydraulic diameter At Re<1000 the flow field exhibits laminar

T flow properties, at Re>3000 the flow has turbulent features, and a
—ke—= transition regions occurs between these regimes. Turbulence has a
h= on @) large beneficial effect on the heat transfer rates. For example, an
Twai— Tojet isolated round jet at Re2000 (transition to turbulence Pr

=0.7,H/D=6 will deliver an average Nu of 19 over a circular
target spanning six jet diameters, while at=Ri&®0,000 the aver-
age Nu on the same target will reach 322. In contrast, laminar

Wall of pressurized inner jets at close target spacing will give Nu values in the range of 2 to
chamber serves as orifice plate 20. In general, the exponehtin the relationship NuRe’, ranges
. from b=0.5 for low-speed flows with a low-turbulence wall jet,
Effusion holes up tob=0.85 for high Re flows with a turbulence-dominated wall
Film cooling from jet.

TR effusion flow 1.2 Nozzle Design. The geometry and flow conditions for

’*“%\\ the impinging jet depend upon the nature of the target and the
fluid source(compressor). In cases where the pressure drop asso-
\ ciated with delivering and exhausting the flow is negligible, the
design goal is to extract as much cooling as possible from a given
air mass flow. Turbine blade passage cooling is an example of
such an application; engine compressor air is available at a pres-

Spent flow
becomes crosstlow

Remaining spent flow sure sufficient to choke the flow at the nozzte perhaps some
exits from trailing edge other point in the flow path). As the bleed flow is a small fraction
of the overall compressor flow, the impinging jet nozzle pressure
Fig. 2 Turbine blade impingement cooling flow path ratio will vary very little with changes in the amount of airflow
Journal of Heat Transfer MAY 2005, Vol. 127 / 545
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extracted. The cooling characteristitgsed on flow and tempera-where the Mach number is high, is based on using the well-
ture) will instead vary greatly with changes in corrected compregstablished mass, momentum, and energy conservation equations.
sor speed. L . . . .
The details of the impingement device design affect the nozzle2-1 Empirical Correlations. — First, simple correlations such
pressure drop, which then equates to a power requirement for it those supplied by Martife] (with a summary in Ref[1])
device. In the simplest of devices, this power is simply the vollRredict Nu as a function of the governing parametesslisted in
metric flow rate multiplied by the nozzle exit dynamic pressure. IR€C- 1.1in cases where the fluid has a continuously laminar flow
real installations, after passing over the target surface, the “sp&yer the entire fluid and target region of interest (Re
flow” must exit the device. The overall power requirement ther- 1000,R§4<<10,000). A list of available impingement heat
depends upon the details of the compressor intake pathway, Cdmnsfer correlations for laminar and turbulent flows is presented

pressor efficiency, flow path leading to the nozzle, and backprds-the Appendix.

sure of the fluid exiting the target region. For this reason, one ors 5 | aminar Impingement. For laminar flows in many ge-
[)nore long, narrow suppll)y plpde(sqmmon In experll(mental studies o metries, the governing equations may be reduced to analytical
ut not common to turbine designmay not make an efficient s tions, such as that for a stagnating flow field placed above a

. i ; ol
device. Compact orifice plate nozzles have up to 2.5 times ta%u boundary laye{9]. Numerical modeling of steady laminar
pressure drop of a short, smooth pipe nozzle at a given mass flg(, s is fajrly straightforward, using the mass, momentum, and
and nozzle area, but provide a larger velocity gradient in the sh

| d thereh te turbul in the free-iet ergy conservation equations in time-invariant forms. This simu-
ayer an ereby promote turbulence in the free-jet reg&in lation approach may even yield useful results for flows which are

Such orific_e plates_take up small voI_ume for the h?fdwafe' &&minar over most but not all of the domain. Kang and Gfr&]
easy and inexpensive to make, and integrate well into the COﬁj'ccessfully predicted flow field properties, separation locations,

toured airfoil surfaces of turbine blades. A thicker orifice plat . LR :
(thickness from 0.B to 1.5D) allows the use of orifice holes with ?33 gs:;ti%g%fe{ngﬁﬂﬂ%eg;;é?;ggﬁ I(r)]fggll?oi/ea:ﬁ C?/ne?rﬁlcr;gers for
rounded entry pathways, approaching an ideal bellmouth shape; as ' '

with the contoured nozzle. This successful compromise comes aR.3 Turbulent Impingement Models. Most impinging jet
the expense of greater hardware volume and complexity, but imedustrial applications involve turbulent flow in the whole domain
duces the static pressure losses to those required to accelerateltivnstream of the nozzle, and modeling turbulent flow presents
flow to the exit speed plus that of mild contraction into thehe greatest challenge in the effort to rapidly and accurately pre-
rounded passageway. The orifice plate nozzle array remains et the behavior of turbulent jets. Numerical modeling of imping-
most practical and flexible geometry for turbine cooling due to itigg jet flows and heat transfer is employed widely for prediction,
compact size and its ability to focus additional flow on regionsensitivity analysis, and device design. Finite element, finite dif-
requiring higher heat fluxe.g., blade leading edgesy variation ference, and finite volume computational fluid dynami€§D)
in the nozzle hole spacing. models of impinging jets have succeeded in making rough predic-
A series of additional holes in the fluid supply plate of an orificons of heat transfer coefficients and velocity fields. The difficul-
array, designed for the spent flow, can provide benefits in casgss in accurately predicting velocities and transfer coefficients
with restrictive exit pathways. These effusion holes vent to exitem primarily from modeling of turbulence and the interaction of
ducting or the surroundings to provide a lower-restriction exthe turbulent flow field with the wall.
pathway for spent air. In a turbine bladEig. 2) the preferred  The computation grid must resolve both the upstream and
effusion pathways are either through holes in the target wall itsglpwnstream flow around the nozzles or orifices and must extend
(the blade exteriorjo form a film cooling layer on the opposing sufficiently far to the side of a single jet or arréypically 8—10
surface, or through the confined flow region leading to aerodyiametersyo provide realistic exit conditions. Zero-gradient and
namically favorable exit holes on or near the trailing edge of th@nstant-static-pressure conditions have been used at the far-field
blade. In highly confined flows, the use of sharp-edged nozzlgfdel boundaries. Successful, stable modeling using both of these
and well-positioned effusion holes rather than simple pipe jets c@gnditions can depend on properly shaping the boundary at the
increase Nu by a factor of 2 at a given Re, which is important igqjge of the model domain. Turbulent impinging jet CFD employs
turbine cooling where jet mass flow directly affects turbine pegractically all available numerical methods, which will be criti-
formance. cally and briefly reviewed below. For brevity the governing equa-
1.3 Typical Impinging Jet Device Characteristics. Typi- tions are not listed here. Full equation sets for each model are
cal gas jet installations for heat transfer span a Reynolds numi§¥@ilable in the referenced publications.
range from _4000 to 80,0004/D typically ranges from 2to 12. 231 DNS and LES. The direct numerical simulatiofDNS)
Ideally, Nu increases ad decreases, so a designer would prefefethod solves the full Navier—Stokes, continuity, and energy/
to select the smallest tolerabit¢ value, noting the effects of ex- 455 diffusion equations using discrete units of time and space,
iting flow, manufacturing and assembly capabilities, and physicg;; requires an extremely small grid to fully resolve all the turbu-
constraints, and then select nozzle dx@ccordingly. For small- |ent flow properties, because the microscopic turbulent length
scale turbomachinery applications jet arrays commonly Have gcgles involved in jet impingement are far smaller than the mac-
yalugs of 0.2—2 mm, while fo.r larger scale industrial appllcatlon%scopic lengths involvete.g.,D, or H). The consequently long
jet diameters are commonly in the range of 5-30 mm. computation time practically limits the use of DNS to Reynolds
numbers much lower than those in the gas turbine impingement
heat transfer application. In an attempt to remedy this situation,
ot ; i _ some CFD models use large eddy simulatiaES). The time-
2 Prediction and Modeling of Impinging Jet Perfor variant LES approach tracks flow properties with the full equa-
mance tions down to some user-defined length sd@mically the grid
The designer of an impinging jet device needs to predict ttepacing), and then uses additional subgrid-scale equations to de-
transfer coefficient profiléNu), necessary fluid flow per unit of scribe turbulent flow behavior at smaller scales. The LES method
target area @), and pressure drops in advance of manufacturirfitas shown encouraging results and clarified the understanding of
the hardware. Accurate models or calculation methods are de&armation, propagation, and effects of flow eddies upon the veloc-
able as they minimize the amount of testing required. A reliabley fields and jet transfer characteristigsl—14, but it requires
set of models provides the designer with a rapid, inexpensive, dnigh resolution in space for accuracy, may require high resolution
flexible alternative to conducting a series of hardware tests. Moid-time for stability and accuracy, and therefore still needs a great
eling of the turbulent flow, incompressible except for the cas@snount of computing power or time to produce satisfactory solu-
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tions for the transitional and turbulent flows of interest here (Rates and accounts for pressure gradients. Bouainouche[&84&l.
>1000). LES modeling by Cziesla et 4ll5] demonstrated the performed modeling with various wall equations and concluded
ability of LES to predict local Nu under a slot jet within 10% ofthat the standard logarithmic law of the wall poorly predicted
experimental measurements. The use of LES does not necessatilgar stressdgrrors of up to—30% in the stagnation regivand
have an upper or lower limit on Rghough particular codes may that a generalized nonequilibrium law of the wall performed well
be limited toM<1), but for laminar flows (Re<1000) the influ- in the stagnation region but under predicted wall shear stress in
ence of turbulence is small enough that the DNS approach offéhe wall-jet region(errors of up to—12%). Their “hybrid law of
little improvement in accuracy over the time-averaged techniquté®e wall” model produced improved results by using the nonequi-
detailed below. For those cases where computational cost is ndtbaium law in the stagnation region and switching to the logarith-
primary concern, the LES method offers the greatest informationic law in the wall-jet region.
about the impinging jet flow field. Specific difficulties arise with the numerical modeling of im-

) pinging jets. A number of models reviewed below, suctkas,
~2.3.2 The RANS ApproachSteady-state time-averaged solupaye peen optimized for free-shear flows such as submerged jets.
tion techniques, typically Reynolds-averaged Navier—Stoke}me models, such &sw, perform best in boundary-layer flows
(RANS) models, use some version of the Navier—Stokes equg;ch as the wall-jet region. Unfortunately, the impinging jet prob-
tions adjusted for the presence of turbulent flow. The majority ¢fm contains both of these as well as significant pressure gradients
RANS models used for jet flows fit into one of two categories, thg the stagnation region. The normal strain and the rise in fluid
eddy-viscosity models and the computationally more costly fulfressure in the stagnation region affect the turbulent flow through
second moment closuréSMC) models. Eddy viscosity models distinct terms in the second-moment RANS equations. The pres-
treat the turbulent viscosity as a scalar quantity, assuming or fokgre plays a part in the turbulent diffusion term. The effects of
ing an isotropy in the normal stresgd$]. The various full SMC changing pressure play an even greater role in the pressure-strain
models track all Reynolds stresses or track the various compgte correlation term. Unlike the turbulent diffusion term, which
nents of a nonuniform turbulent viscosity. These models approxhost models focus on approximating, the pressure-strain correla-
mate the Reynolds stresses and heat fluxes using semi-empirigs was usually of secondary interest. As a result, most models
equations based on expected physical trends rather than ditggle simpler and less accurate predictions for turbulent effects in
derivations. The semi-empirical equations provide approximatiofise stagnation region. A wide variety of equation sets have been
of undetermined terms within the second-moment equations, tyfrinplemented to model these pressure-strain rate correlation terms
cally two-parameter correlations. With further manipulation a sgelated toVu’ and Vu, with varying success. The two equation
ries of higher-order-moment equations can be generated, but theggy-viscosity models, such &se, contract the rank-2 tensors in
more complex models have even more correlation terms and yRe equations to eliminate terms, and thus drop these terms. That
knowns, which require approximate modeling. is, the two-equation models are based around assumptions about
the low importance of pressure gradients and the minimal anisot-

2.3.3 Near-Wall Treatment.In addition to the portions of the :
CFD model describing the fluid flow inside the computation gpy of the Reynolds stresses, and experiments have shown that

domain, the steady and transient models require a description fS€ modeling assumptions do not apply in the stagnation region.
how the flow behaves next to the wdthe target surface). This  2.3.4 The Boussinesq ApproximatioriThe simplified RANS

part of the model typically plays the major role in properly premodels need some approximation to determine the Reynolds
dicting both the flow and the heat transfé]. The fundamental stresses. An equation known as the Boussinesq approximation
difficulty comes from the need to describe how the turbulent réwypothesis)describes a simple relationship between turbulent
gions of a decelerating flow field interact with the wall, includingstresses and mean strain rate. Given a strain rate t€psarhere

in the wall's boundary layer. A variety of often very different walls; = 1/2[ (du; /9x;) + (du;/dx;)] the approximation gives a for-
damping and reflection terms have been implemented. Numerigalila for the Reynolds stress tensor

solutions have shown that heat transfer rates within the viscous -

sublayer are of a larger magnitude than outside the layer. The —puju =24 (S~ 5Sdj) — 5pk8; (3)
spatial region in which the turbulence models have the greatest . . S .
difficulty approximating the flow is the same region in which th y itself, the Boussinesq approximation does not constitute a

largest heat and mass gradients occur, and so this region cannog%@plete turbulence model, as the valueudfis unknown and
neglected. epends on turbulence scales unique to each problem.

Numerical models of turbulence near the wall commonly fea- 235 The ke Model. The commonly tested K-&” eddy-
ture one of two approaches. In the first obvious approach, the giidcosity model is widely acknowledged as producing poor results
near the wall is constructed at sufficiently high resolution to progn the impinging jet problem, but remains a benchmark against
erly resolve flow in the entire viscous sublayer and turbulegjhich to compare better moddl$7]. Thek-e model remains in
boundary layer with turbulence equations intended for use at lqyée due to its common implementation and comparatively low
cell Reynolds numbers. This requires a model capable of resosmputational cost. The model uses the Boussinesq hypothesis to
ing turbulent behaviors very close to the wall, and a large congalculate the Reynolds stresses as a direct function of the velocity
putation effort. gradients and is based on flow behavior at higher Reynolds num-

The alternate method uses algebraic equations to relate stepdys(fully turbulent fluid flow). It independently tracks turbulent
and fluctuating velocity and scalar profiles to wall distance anshergyk and turbulence destruction or dissipation ratewith a
surrounding fluid properties. These wall functions predict the flogissipation equation based upon expected trends. As with most
properties in and above the viscous sublayer. This method requiRSNS models it requires experimentally determined constants to
only a single cell in the sublayer, and thus requires less computally close the equations. The-e model can produce acceptable
tional time. Relations for high Re parallel flows such as the “lawesults for free-shear flows but provides poor simulation of wall-
of the wall” are based upon flows in different geometry than thgét flows. The model requires the user to speeifgt each bound-
of the impinging jet and may not produce a correct velocity profilery, but at the wallg has a finite, nonzero value that is not known
near the wall, especially in cases where the flow separatesiwadvance. For the impinging jet problem it gives useful results in
reverses on the target surface. The standard law of the wallti® free-jet region but poor results in the stagnation region and
based upon the absence of pressure gradients near or alongwthk jet region, as detailed below. It gives poor predictions of the
wall, clearly a different flow field than that seen in the stagnatiolocation of separation points on solid boundaries and for the im-
region of an impinging jet. The nonequilibrium law of the wall ispinging jet problem it may fail to predict the occurrence of sec-
based upon differing turbulent energy generation and destructiondary peaks in Nu. The standakde model is formulated for
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flows at high Reynolds number and does not apply in regiofise models and associated wall treatments will yield Nu profiles
where viscous effects on the flow field are comparable in magniith local errors in the range of 15-30%, and the standaed
tude to turbulent effectésuch as in the sublayer next to a wall). Inmodel is not recommended for use in the impinging jet problem.
many cases the model uses wall functions to determine the veldtiese shortcomings are attributed to the assumption of isotropic
ity profiles. Alternately,k-¢ models have been built with addi- turbulence and the use of wall functions that poorly approximate
tional terms and damping functions to allow the model to simulateear-wall velocity fluctuation and associated transport properties.
portions of the flow at low Reynolds numbers. _

The Launder and Sharma low Reynolds number model used by?-3:6 The ke RNG Model. Other variations of the model

ve been applied, such as the renormalization group theery

Craft et al.[17]in a comparative CFD study of various turbulencé‘ - he .
models used for the impinging jet problem incorporates conser/89del(RNG). The RNG model incorporates an additional term in

tion equations fok ande as well as a simple equation to set thdhe turbulent energy dissipation equation based on strain rates, and
velocity-temperature correlatiotheat flux) proportional to the includes adjustments for viscous effects at lower Re and a calcu-
temperature gradient. This version of the model includes the Y&ion of turbulent Pr. Heck et a[25] showed the RNG model
correction term to adjust the dissipation rates a function ok, ~Provided a close match of Nu in the wall-jet region but an error of
%, and distance from the waji. At low Re a damping function is UP to 10% in the stagnation region. This is in part due to the RNG
used to add an adjustment to the turbulent viscosity used in th@del’s tendency to predict jet spreading rates that are as high as
conservation equations. It increases the dissipation to reduce téce that found in experimeri26]. This flaw on the upstream
turbulent length scale. Without the correction the model will ovegnd of the model leads one to question how the downstream re-
predict turbulent length scale and overpredict turbulent viscosigults did not stray as far from measured values. It offers some
The model constants depend on empirical data, and the correctigyproved performance over the standér@ at a slightly higher
terms and associated constants are therefore somewhat arbitie@gputational cost and is recommended when only moderate ac-
so engineers continually invent alternate adjustment terms wighracy is required.

different closure coefficients.
. . . 2.3.7 The ko Model. The k-w model solves for turbulent
Heyerichs and Pollarfl9] conducted a numerical COmPANSOn ;. otic energy k) and energy dissipation rate per unit of turbulent

of three different wall function and five different wall damping, . i ). wh i determined th h i
functions with an impinging jet test case and concluded that tll%1e ic energy(w), wherew is determined through a conservation

selectedk-e models with wall functions gave consistently pOOtEC‘u‘"‘ti(.)n including.experimentally d.eter.mined functions,. rather
results, with Nu errors in the range of21.5— 27.8% in the than direct _calculatlon_fr_om the velocity fie]@6]. The equations
stagnation region, and-32—+38.4% at the secondary peak.for w treat it as a vorticity level or vortex fIl_Jctuatlon freq_uency.
Somewhat better matches were produced using models withe model then produces turbulent viscosity as a functiok of
damping functions, but those models still produced errors in Nu gpdw. .
up to 50% and misplaced the secondary peak. They concluded thefts With the k- model, the latest versions of the » model
basing the damping functions on wall positigh caused the poor include correction terms to improve predlct!ons in the low Rey-
results, as the damping functions usigg were based upon nold_s ”U”?bef flow regions. The w mociel typically proquces Nu
simple wall-parallel flows with simple boundary layers, ratheProfiles with a local error of up to 30% of the experimental Nu
than the flow found in the stagnation region of the impinging jeylalue. It can produce better predictions of the turbulent length
Craft et al.[17] presented a comparison of a two-dimensioneﬁcalg t_han thek-¢ model._Tht_ek-w mOd‘?' can g(_anerate good
implementation of th&-e model versus test data. For the test Cas%redlctlon_s of .ﬂOW properties in the wall jet, both n the subl_ayer
at Re=23,000 the model predicted centerline wall-normal-rogf"d logarithmic region, without the need for damping functions.

mean-squardrms) velocity levels up to four times larger thanOr @ flow near a wall the boundary conditions are known—
those measured in the experimental work of Cooper g2all. A turbulent viscosity and the turbulept time scale are set to zero. The
specific problem noted in the e model was that the model equa-Va/ue of at or near the wall-adjacent cell may be set propor-
tion relating turbulent kinetic energy to turbulent viscosity causdiPnal to »/y®, meaning the user can fully specify the turbulence
increasing and erroneous turbulent kinetic energy levels in t§enditions at the wall, unlike in thie-e model. Unfortunately the
stagnation regiofincreasing turbulent viscosity caused increasinly-«@ model is sensitive to far-field boundary conditions, much
turbulence intensity The model similarly over predicted wall More so than thé-= model. Park et al27] demonstrated some
normal r.m.s. velocity at/D=0.5, corresponding to the edge ofimproved results using thie-w equations but noted that at higher
the jet. Wall-parallel velocity errors were in the range of 15—20%#¥€ (25,100)the secondary Nu peaks appeared too far inward, as
with errors of up to 50% in thg/D <0.05 region very close to the 10w as 50% of the experimentally measured valuext®. The
wall. The model over predicted Nu in the center of the impingdocal levels of Nu were overpredicted by as much as 100% as the
ment region by up to 40% and failed to predict the secondary Ngsult of misplacing this peak. A comparative study by Heyerichs
peak atr/D=2. Craft et al[21] continued work with this type of and Pollard19] found that thek-w model over predicted Nu by
model, developing an alternates model which produced greatly Up to 18% and generated a secondary peak closer to the jet center
improved impingement centerline wall-normal fluctuating velocthan found in experiment, but concluded that for the impinging jet
ity values and better Nu predictions in théD <2 region. The problem it clearly outperformed the nine different implementa-
largest errors in Nu were typically 15%, occurring in the range dfons of thek-e model used in the study. The low-Rew model
1<r/D<3. Turgeon and Pelleti¢22] built adaptivek-s models gave good results by matching the shape of the experimental
which succeeded in generating a solution with minimal grid deurves, but alternate formulations of the impinging jet CFD model
pendence, showing that the difficulties with applying tke:  usingk-w with wall functions gave poor results—they replaced
model are independent of grid resolution and persist for smélle k-w model with a cruder approximation in the very region
mesh sizes. Merci et dl23] devised and tested an altered nonlinwhere it gives the best results, overpredicting wall jet Nu by as
ear variation of thé-& model, yielding improved results over themuch as 40%. Chen and Mo#8] successfully applied thke-w
standard model but an under prediction of NujNii up to 25% model for mass transfer at high Sc, and claimed agreement within
(alternately interpreted as an over prediction ofNiGouris et al. 10% of experimental results, given very high grid densities. The
[24]showed that the upstream errors in low Reynolds nurkber addition of cross-diffusion terms in varioksw models have suc-
model predictions resulted in large downstream errors, givirgeeded in reducing its sensitivity to far-fietel boundary condi-
wall-jet thicknesses up to double that of experiment, and wall-jéons, a problem known to arise during use of #i@ model for
peak velocity as much as 44% below experimental results. Framconfined or partially confined flows. With the inaccurate free-jet
the various studies conducted, we conclude that the even the bastleling, dense wall grid requirement, and undesirable sensitivity
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to unknown far-field conditions, we conclude thkew model is the k-e model, which generated better results in the wall region
only moderately better than thee; it offers better predictions of downstream. Both models over predicted the centerline velocity
Nu, with a higher computational cost. decay but the ASM over prediction was not as high. The error in
jet width prediction of the ASM was as high as 35% close to the
gy_all, better than the 59% error produced by the low Reynolds
ber version of th&k-¢ model. This ASM model used the

standard logarithmic law of the wall and generated poor predic-

- - 2 1 i
stresses. Thé-s, k-o, andv™f models described herein have jons of velocity profile in the region closest to the walithin

been commonly modified to use realizability limits to preven 8 . - RS .
these problems. A common fix is to allow variation in the constal e first quarter of the wall-jet th'Cknes.W'th h'g.h Jet th'd.(nesses
up to 65% error at/D = 2.5) and wall jet velocity magnitudes as

of proportionality C,, found in the turbulent viscosity equation .
prop Y “u y €9 ch as 45% below experiment. These results do not mean the

’— 2 i
v'=C, (K'e) [29]. Physical measurements have demonstratgggM correctly described the impinging flow, but rather the:

variation in this “constant” in differing fluid flows. Other ap- -
ériwdel resulted in gross errors, larger than the errors present when

roaches put simple limits on time scales, length scales, str.
Pates and/F())r termFs) including strain rates. g using the ASM. The ASM may be better than a number of poor

Abdon and Sundef30] used nonlineak-s and k- models k- models, but is not recommended as it does not yield high
with realizability constraints to model impinging jets. Thes&ccuracy.

m_odel adjus_tments produced res_ult_s closer_to_ experimt_ant_al data 3 10 Complete RSM ModelingThe SMC Reynolds stress

with the realizablek-e model predicting Ny within 10% (within 646 (RSM), also known as the Reynolds stress transport model
the prerlmental data scaftemd thg real_lzabld;-@ model OVer (RSTM), independently tracks all six components of the rank-2
predicting Nig by 20%. Further studies with nonlinear versions 0gey s stress tensor, accounting for production, diffusive trans-
thek-& andk-w models produced Nu profiles with errors equal tcbgft, dissipation, and turbulent transport. Common implementa-

or greater than the standard .Iinear _models. The nonlin_ear mOdt? hs require a number of constants to resolve terms such as a
captured a secondary peak in Nu in the proper locatior/t

=2, but overpredicted the Nu value by up to 50%. Park and Su
[31] constructed &-e-f, model for low Re flows, where the
turbulent viscosity damping functiofy, incorporated terms to de-
scribe damping near the wall and terms to describe the equil
rium flow farther from the wall. With the inclusion of realizability

limits on eddy viscosity they were able to improve the Nu profil .
predictions forr/D<1.5 to within 10—20% of experimental re- mentally measured velocities, and Reynolds Stress errors of over

sults, primarily by limiting overprediction of turbulent kinetic en-100%, which was attributed to a need for an extremely dense grid
ergy in the jet center. For the region ofD<1 the model was (denser than that utlllzedlln the model)n@raft et al.[17] pre- .
tuned to predict the Nu profile within 15%, giving a flat prof"esented co.mputed centerllqe wall-normal rms turbulent velocity
matching the experimental results. Given the slightly higher cortf2VelS, which matched within 25% of experimentstD =2, but
putational cost but potentially better results, realizability corl@d errors as large as 80—100% D =6. The RSM can pre-

straints are recommended for use in impinging jet flow CFD. dict the occurrence of a secondary peak in Nu but not necessarily
at the correct locatiofi35]. This shows that although the various

2.3.9 Algebraic Stress ModelsAlgebraic stress models RSM implementations preserve all the Reynolds stress terms, they
(ASM) can provide a computationally inexpensive approach valigti|| use approximation equations based on a number of assump-
for some simple flows. The ASM models may be built with lowefjons, That is, they eliminate the isotropy assumptions which yield
grid resolution in the wall region which contributes to the compune two-equation models but still rely upon other empirically gen-
tational efficiency. Rather than solve complete discretized diffegyateq equations to predict the stresses and do not give a “perfect”
entlal_transpo_rt equations this category (_)f models solves algebrait tion. Given the high computational cost compared to the
equations which require fewer calculations. In cases where t@&dy-visoosity models, these results are disappointing and the

turbulent velocity fluctuations change slowly compared t@gwm is not recommended as an alternative.
changes in the mean velocity, the Reynolds stresses can be ap-

proximated as algebraic functions of the dominant mean velocity2.3.11 Thev?f Model. Durbin’s v2-f model, also known as
derivatives in time and space. In a simple case the ASM may us@ “normal velocity relaxation model,” has shown some of the
equations for calculating a length scale which are particular to thest predictions to date, with calculated Nu values falling within
problem geometry. This length scale is used to calculate turbuleRé spread of experimental dd6,37]. Thev2-f model uses an
viscosity, which is used with the Boussinesq approximation t@ddy viscosity to increase stabilifyather than using a full RSM
determine the Reynolds stresses. Use of this approach requig$ two additional differential equations beyond those ofthe
enough advance knowledge of turbulent length and time scales fgpdel, forming a four-equation model. It uses the turbulent stress
the problem of interest that the quantities may be calculated usi 9rmal to the streamline@eferred to as?) to determine the

ag:rgg'ricegq:fé;?gss' ai p:tﬁg\f\'/a:)rs?r%rgee?i Igrggteorfrog Egtriosr:rsn bulent eddy viscosity, rather than the scalar turbulence intensity
9 pip y . ¥ed in thek-e model. It incorporates upper and lower limits on

mixing length are available. Some ASMs simply drop the tim turbulent time and length scales. In some implementations the
and space derivatives of the Reynolds stresses from the equati g 9 : Impiem
Imits on these terms have been further modified to impose real-

leaving only gradients of the mean flow veloc{t$2]. This ap- .. . h
proach assumes the turbulent convection and turbulent diﬁusigﬁlb'“ty, constraintd 38]. ) .
effects either are insignificant or balance each other. Unfortu-AS With thek-w model, theu“f model requires a dense wall
nately, for the impinging jet problem the boundary layer along th@fid. In some cases the’-f model has been shown to predict
wall is not in equilibrium and this type of ASM is a crude approxitealistic levels of turbulence in the decelerating jet core but ex-
mation. cessive turbulence levels in the shearing flow outside the core and
Comparative modeling by Funazaki and Hachiya showed thisitthe wall jet[39]. Despite this difficulty and its moderately high
for an impingement problem their ASM overpredicted Nu by apsomputational cost, it is acknowledged as one of the best predic-
proximately 30%, outperforming-s and RNGk-& models which tors of Nu distribution. It has an advantage over the stankagd
typically showed 50-55% errdB3]. Numerical work by Souris series of models because it can predict the occurrence, position,
et al.[24] found that the ASM had better free-jet modeling thamnd magnitude of the secondary Nu peak for l6ldD. This

2.3.8 Realizability Constraints.In cases of high strain rate
the simple Boussinesq approximation may predict negative n
mal Reynolds stresses or excessively high Reynolds shg%IgE

ressure-strain term and terms in the turbulence dissipation equa-
18n. Because the RSM model does not assume isotropic stresses it
can give much better predictions of fluid behavior in turning or
ﬁg)_tating flows that those of the two-equations models.
RSM modeling of impinging jets by Demurg¢B84] showed ve-
g)city predictions ranging from-40% to +40% of the experi-
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Table 1 Comparison of common CFD turbulence models used for impinging jet problems. The

relative performance of the various models is rated qualitatively on a scale from “

undesirable model characteristics, to “

***% " indicating excellent model characteristics.

Computational Ability to predict
cost(computation  Impinging jet transfer secondary peaks in
Turbulence Model time required coefficient prediction Nu
k-g Fkkk * *
Low cost Poor: Expect Nu errors of Poor
15-60%
k'(l) *kkk *% **%
Low-moderate  Poor-fair: Anticipate Nu Fair: May have incorrect location or
errors of at least 10—-30% magnitude
Realizablek-& il ** **
and otherk-¢ Low Poor-fair: Expect Nu Poor-fair: May have
variations errors of at 15—-30% incorrect location or
magnitude
Algebraic stress Fkkk *x *
model Low Poor-fair: Anticipate Nu Poor

errors of at least 10-30%

Reynolds stress
model (full SMC)

*%

Moderate-high

*

Poor: Anticipate Nu errors
of 25—-100%

*%

Fair: May have
incorrect location or

*” indicating

magnitude
SST *kk *kk *%
Low-moderate  Good: Typical Ny errors Fair
of 20—40%
l)zf *kk *kkk *kkk
Moderate Excellent: Anticipate Nu Excellent

errors of 2—30%

DNS/LES time-variant * *okkk ey
models Extremely high Good-excellent Good-excellent

model is highly recommended for the impinging jet problem, ancheasurements. This indicates the SST model may provide predic-
its moderate computational cost is offset by its ability to closeljons as good as those of thé-f model but at a lower computa-
match experimental results. tional cost, and it is recommended for this reason.

2.3.12 Hybrid Modeling. The impinging jet problem has at 2.4 Numerical Modeling Validation by Experiments. Ul-
least three distinct flow regions with distinct flow physics. Thémately, all CFD results should be validated by comparison to
computationally efficient two-equation models discussed previeliable experimental results and to determine overall model error
ously are adjusted to perform best in one physical situation, with predicting the real situation. Obviously, the model should
closure equations and coefficients based on a set of simple turmatch the experimental conditions, including all of the geometry,
lent flows. Application to alternate geometries demonstrates tfigid entry, exit conditions, and target surface properties. This
weakness of each model. No simple model has produced the uftiatching must include not only the domain boundary average
mate answer, but by combining two or more models the CFD codelocities, pressures, and temperatures, but also their turbulent
can produce a compromise. For example, the model may calculatgnponents.
in which region the flow liegfree jet, stagnation, or wall jeand
use a model successfully tested for that particular region. Trl?’e . .
solution from the multiple models in multiple regions must the Conclusions and Recommendations
be combined at the boundaries in a smooth fashion to produce & large number of informative studies have been conducted
hybrid turbulence model. In doing so the CFD program may utissing thek-e model to attempt to predict the heat/mass transfer of
lize the strengths and minimize the weaknesses of each modelmpinging jets, with only limited success. Examination of RANS

Menter’s shear stress transp@ST) model is one of the more numerical modeling techniques showed that even with high-
successful hybrid mode[€0]. The SST model combines tkew  resolution grids, the various implementations of the, k-w,
model near the wall and thie-e model farther from the wall to RSM, and ASM models give large errors compared to experimen-
utilize the strengths of each. Smooth transition between the twoté data sets. The?f and SST models can produce better predic-
accomplished by use of a blending or weighting function baseins of fluid properties in impinging jet flows and are recom-
upon distance from the wall. Menter's SST model uses a variamended as the best compromise between solution speed and
equation for determining turbulent viscosity incorporating a numaccuracy. Modeling work conducted by the authors indicates the
ber of limits, with the goal of improving predictions of turbulencey?f model will provide more accurate predictions than the SST
in adverse pressure gradients. The SST model still requiresmadel. Table 1 summarizes the relative performance of the vari-
finely spaced mesh near the wall to produce accurate results. Valiis models.
dation comparisons by Esch et 1] showed Nu predictions  The review of recent impinging jet research publications iden-
within 20% of experimental results, and a Nu profile no fartheified a particular need of the engineering design community. Spe-
than 5% above or below the profile predicted by tfef model. cifically, it needs a turbulence model, and associated wall treat-
The SST model also predicted mean velocities well, clearly betterent (if necessary), that reliably and efficiently provides time-
than thek-¢ model and within the uncertainty of the experimentahveraged transfer coefficients for impinging jet flowfields. Given
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the varied and inaccurate results of the alternatives, the SST and  Pr
v2-f models offer the best results for the least amount of compu-
tation time. Even so, they are imperfect. The improved turbulence
model must correctly predict the jet spreading, turbulent flow ef-
fects in the stagnation region, and turbulent flow properties along
the wall. Though inelegant, the solution by means of a hybrid
model would serve this purpose if it included a turbulence model
carefully adjusted to properly simulate the turning anisotropic
flow field in the stagnation region.

Nomenclature

Z
Zc
- &8 E5Z2AFTs0 Pl ws?
Il

Pjet =

target free area

correlation exponent, used in MiRe
slot jet nozzle width

specific heat of fluid

nozzle diameter

hydraulic diameter of nozzle

relative nozzle area ar?f model function
jet mass flow per unit of target area
heat transfer coefficient
nozzle-to-target spacin@ozzle height)
fluid thermal conductivity

turbulent kinetic energy

Mach number

length in wall-normal direction
Nusselt number

area-averaged Nusselt number
Nusselt number at stagnation point
fluid pressure

jet pitch (center-to-center distance

TOjet
wall

Tu

Uoru

viscosity

= heat flux
= Reynolds Number£UD/v for a jet)
radial position measured from center of jet axis

Schmidt numbet fluid kinematic viscosity
vispeciesmass transfergliffusivity

= strain rate tensor

Prandtl number=fuid thermal diffusivity/fluid

= time

= temperature

= jet adiabatic wall temperature, exiting nozzle

= wall surface temperature

= turbulence intensityequal to square root ¢fur-
bulent kinetic energy divided by mean kinetic en-
ergy])

= fluid velocity (overbar indicates average, prime
indicates fluctuating portion

= jet initial speed, average

= coordinate direction

= distance from wall referenced in CFD models
(normalized to ™" using friction velocity)

= axial position or height, measured off of target

surface

identity tensor

turbulent kinetic energy dissipation rate

fluid viscosity

fluid kinematic viscosity

fluid density

steady stress tensor

.= turbulent stress tensdReynolds stress tengor

Appendix: Correlation Reference in Table 2

Table 2 Correlation sets

Reynolds number, nozzle

Source Nozzle type Provides height range
Goldstein and Behbahani  Single round nozzle Nugyg 35,200=<Re=<120,500
[42] H/D=6 or 12
Goldstein et al. Single round nozzle NUgg 61,000=Re=<124,000
2<H/D=12

[43]

Lytle and Webb
[44]

Martin [2]

Meola et al.[45]
Mohanty and
Tawfek[46]
Tawfek[47]
Wen and Jang
(48]

Martin [2]

Chan et al[49]

Florschuetz et al.

[50]

Gori and Bossi
[51]

Huber and
Viskanta[52]
Martin [2]

San and La[53]
Goldstein and

Seol[54]
Martin [2]

Single round nozzle
Single round nozzle
Single round nozzle
Single round nozzle
Single round nozzle
Single round nozzle
Single slot nozzle

Single slot nozzle
(convex target)

Array of round nozzles
(inline orifice nozzles
Single slot nozzle

(on cylinder)

Array of round nozzles

Array of round nozzles

Array of round nozzles
(staggered orifice nozzlgs
Row of round nozzles
(square orifice

Array of slot nozzles

Nup and Ny,4

3600<Re=<27,600
0.1<H/D=1

NUg,g 2000=<Re=400,000
2<H/D=<12
NUg,g 10,000<Re<100,000
10<H/D
Nug 4860<Re<34,500
6<H/D=<58
NUayg 3400=Re=<41,000
6<H/D<58
NUg,g 750<Re=27,000
3<H/D<16
NUgyg 3000=<Re=<90,000
2<H/(2B)=<10
Nup 5600<Re=<13,200
2<H/B=<10
Nug,g 2500=<Re=<70,000
1<H/D<3
NUgyg 4000<Re=<20,000
2<H/B=<12
Nig 3400=<Re=20,500
0.25<H/D<6
NUg,g 2000=<Re=100,000
2<H/D=<12
Nug 10,000<Re=30,000
2<H/D<6
NUgg 10,000<Re<40,000
0<H/D<6
NUg,g 1500<Re<40,000
1<H/(2B)<40
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